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Executive Summary 

SAICSIT has been hosting its annual conference from 1987, while over the 
years the shape and nature of the society has changed. This year the School of 
Computing at the University of South Africa hosted this virtual conference. 
The theme of the conference was “Reimagining the Interconnected World”. 

Kiren Kosygin Padayachee, Ken J. Nixon and Stephen Phillip Levitt open the 
volume with `'Determining Human Hand Performance with the Oculus Quest 
in Virtual Reality Using Fitts’s Law'. Increasingly Virtual Reality is finding its 
way into our lives. The research that is reported in this paper outlines the 
investigation of user performance using hand tracking as a key matrix 

Christine Asaju and Hima Vadapalli look at `Estimating Students' Learning 
Affects: An Approach Based on the Recognition of Facial Emotion 
Expressions'. The new normal in the education space is the increased use of 
virtual online classes. The authors investigate the use of deep learning to 
identify emotional face changes of students to understand the students learning 
experience. 

Geoffrey Lydall and Stephen Phillip Levitt tackle``Quality Impact of 
Accommodating Customer Requirements Through Plug-Ins and Configuration 
Files'. The authors focus on the customisation of specific aspects of Enterprise 
Resource Planning systems in the context of logistics. 

Jecton Tocho Anyango and Hussein Suleman address `Supporting Trainee 
Teachers of Computer Science with Game Authoring Tools'. The authors 
investigate a unique aspect of game-based learning. The researchers developed 
a prototype game and then evaluated the user experience of the game. 

In the final research paper, authors Mphumelelo Dhlamini, Irwin Brown and 
Grant Osterwyk explore the organizational barriers to collaboration in Big Data 
Analytics.  

Prof Shawren Singh | School of Computing 
Department of Information Systems | University of South Africa 
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Abstract 

The medium of virtual reality has become much more accessible to the general 
public in recent years. The Oculus Quest virtual reality headset, released in 
2019, is a device that is much more affordable to the average consumer while 
still providing a wide range of capabilities. In this paper, a study is discussed 
which focused on investigating novice human performance using the hand-
tracking capabilities of the Oculus Quest. Fitts’s multidirectional tapping task 
as given in ISO/TS 9241-411 in the form of a virtual button-pressing application 
was implemented. This human performance is measured in a single metric 
called throughput that combines speed and accuracy. It is measured in bits per 
second (bps). A throughput of 3.7 bps was determined for hand tracking with 
the Oculus Quest. This is comparable to the lower end of the mouse throughput 
range (3.7–4.9 bps) and similar to other studies on hand tracking in virtual 
reality (3.5–4.1 bps). Metrics for error rates, accuracy and movement times and 
movement trajectory analysis are also provided. Suggestions are made for 
improving design on virtual reality interfaces based on the study results which 
show the target configurations that provide optimal performance. The study 
results show that the hand-tracking feature of the Oculus Quest is capable of 
allowing the user to use their hand quite naturally and efficiently as a computer-
interaction device. 

CCS Concepts: human-centred computing, virtual reality, laboratory experiments 
Keywords: virtual reality, hand tracking, human performance, human–computer 

interaction, oculus quest 
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Introduction 

The importance of virtual reality (VR) systems and the benefits they bring to humanity 
are becoming increasingly evident in the modern world. VR technology is advancing 
swiftly. Advanced systems with VR head-mounted displays (HMDs) that were once 
only found in research initiatives such as the NASA Ames VIEWlab Project (Fisher 
2016) can now be found in the homes of ordinary people. VR is used in a variety of 
applications such as video games, 360° videos and training. 

The rise of VR also brings new ways to interact with computer systems. Common 
devices used to interact with a virtual environment (VE) are the hand-held controllers 
that come bundled with the VR headset. This has typically been the case for commercial 
headsets such as the Oculus Rift (Oculus 2021c) and HTC Vive (HTC 2021). Much 
effort has also gone into allowing the use of hands as human–computer interaction 
(HCI) devices. VR gloves and gloveless hand tracking have allowed the use of one’s 
hands to interact with VEs through gestural commands, touching of virtual objects or as 
simple pointing devices (Chen, Wu, and Lin 2015). The Oculus Quest headset (Oculus 
2021c), released in 2019, has the built-in capability of tracking the user’s hands enabling 
them as HCI devices and is the first HMD to do so without requiring additional 
hardware. 

To determine the reliability of interactions in real tasks, these devices and techniques 
need to be evaluated for their usefulness. Fitts’s Law is a model that is used to predict 
human movement towards a target (Fitts 1954). It has been used to determine 
performance in terms of speed and accuracy on many commonly used devices such as 
computer mice and touchscreens and to design more user-friendly interfaces 
(MacKenzie 2018). The aims of this study are to determine the performance of the 
Oculus Quest’s hand-tracking feature using Fitts’s Law and to discuss its strengths and 
weaknesses. Its performance will also be compared to other HCI devices and setups. 

Background 

Immersion and Presence in Virtual Reality 

VR is used for entertainment in video games and 360° videos, and for training on 
medical procedures, construction, CNC milling machines, mining, aircraft and space 
missions (Aslandere et al. 2014; Grantcharov et al. 2004; Larsen et al. 2009; Lin et al. 
2002; Loftin and Kenney 1995; Sacks, Perlman, and Barak 2013; Van Wyk and 
De Villiers 2009). The quality of the training from these applications and the resulting 
task performance will be directly affected by the degree of immersion and presence 
provided by the virtual training environment (Vora et al. 2002; Youngblut and Huie 
2003). 

In the pursuit to define and quantify the experience of VR, the two concepts of 
immersion and presence are frequently brought up in VR literature. Immersion can be 
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defined as the extent to which a computer display is able to deliver an inclusive, 
extensive, surrounding and vivid illusion of reality to the senses of a user interacting 
with a VE (Slater and Wilbur 1997). It can be quantifiable by the quality of information 
it provides to a user’s senses. Presence can be defined as the state of consciousness of 
the user, directly affected by their sense of being in the VE. Users who are highly present 
in a VE should be more engaged in the virtual world compared to the surrounding 
physical world and should consider the displays as places rather than just images that 
they see. Presence is more centred on how well a user’s behaviour in the VE will match 
their behaviour in similar situations in real life. The ideal VE will provide a user with a 
high level of immersion and a strong sense of presence to coax the user into believing 
that they are part of the virtual world. 

Slater et al. (1996) explored the relationship between immersion, presence and task 
performance in VR. Users in their study were required to learn a set of moves for the 
game of Tri-Dimensional Chess in VR or by viewing it on a television screen and 
replicate the end state of the board on the real chess board. Two environments were also 
used, a realistic garden scenario and a plain environment, with the chess game 
suspended in a void. User performance in replicating the chess board was much better 
in subjects using VR rather than the television screen. User performance was also better 
in subjects who were exposed to the more realistic garden scenario. The results showed 
that greater immersion produced better task performance, supporting the idea that 
immersion improved comprehension and memorisation of the 3D environment and 
movement sequence. Slater et al. (1996) argued that better immersion would improve 
performance in certain tasks because of the high quantity and quality of information 
available. Presence, however, is more concerned with how well the match is between 
the user’s behaviour inside the VE and in similar circumstances in the real world. Slater 
et al. (1996) state that a feeling of being present brings about more natural reactions to 
a situation which may or may not have anything to do with the level of task performance 
by the user. 

Hand Tracking in Virtual Reality 

Although controllers are more commonly used to interact with VEs, they are ultimately 
more hardware to manage and require some time to get accustomed to in order to operate 
effectively (Masurovsky et al. 2020). Hand tracking is a solution that offers a more 
natural way for the user to interact with a VE. The user is instinctively inclined to 
interact with the VE as they would in real life. A VE that accommodates such 
interactions would improve the immersion and presence experienced by the user and 
could also contribute to better task performance. 

Much research has been done on allowing the user to use their hands as HCI devices. 
Devices such as the Rutgers Master II-ND force feedback glove (Bouzit et al. 2002) and 
the Manus Prime II motion capture glove (Manus 2021) are high quality VR gloves 
which come with haptic feedback capabilities and which are mainly used for research 
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and industrial purposes. Devices that capture human movements for use in VEs that are 
more affordable to the general public include the P5 Glove (Davison 2007), the Leap 
Motion Controller (Shao 2016) and Microsoft’s Kinect (Chen, Wu, and Lin 2015). The 
Microsoft Kinect and Leap Motion Controller enable the user to interact with computer 
programs without wearing any additional hardware such as gloves allowing for more 
natural interactions. When paired with VR headsets, these devices allow users to interact 
with VEs with their hands, increasing the immersion and presence of the user (Slater 
and Wilbur 1997). 

The Oculus Quest headset takes this concept one step further. It uses four fisheye 
monochrome cameras in conjunction with neural networks to construct a virtual 
representation of the user’s hands in the VE (Han et al. 2020). This is the first VR 
headset that supports this hand-tracking capability without requiring additional 
hardware. As the Oculus Quest offers similar capabilities of being able to use the human 
hand as a pointing device, it would be relevant to compare its performance in a VE 
against the previously mentioned devices as well as other established devices such as 
the computer mouse. 

Determining Human Performance Using Fitts’s Law 

Measuring task performance quantitatively is a way to effectively evaluate the 
usefulness of a device. The ISO 9241-9 (ISO 2000) and ISO/TS 9241-411 (ISO 2012) 
specifications are focused on evaluating the task performance of HCI pointing devices 
such as mice and joysticks. These specifications present suggestions for optimising the 
design of pointing devices and provide standardised tests to evaluate them. These tests 
evaluate the pointing devices on user performance, comfort and effort. 

The 2D multidirectional tapping task (also referred to as Fitts’s Test in this study) as 
given in ISO/TS 9241-411 makes use of Fitts’s Law (Fitts 1954) to quantitatively 
evaluate user performance on the metric of throughput. Fitts’s Law is a model used to 
predict human movement towards a target and has been widely used to study 
relationships for HCIs. It determines that the time taken to move towards a targeted area 
is related to the size of the target and the distance to it. The index of difficulty, 𝐼𝐷, is a 
metric that quantifies how difficult a task is to complete and that is measured in bits. It 
is determined from the size of the target, 𝑊, and the distance, 𝐷, to move to the target 
(Equation 1). Movement time, 𝑀𝑇, is linearly related to 𝐼𝐷 (Equation 2). The ratio of 
these values is the throughput, 𝑇𝑃 (Equation 3), measured in bits per second (bps). 

𝐼𝐷 = logଶ(
஽

ௐ
+ 1) (1) 

𝑀𝑇 = 𝑎 + 𝑏 ∙ 𝐼𝐷 (2) 

𝑇𝑃 =
ூ஽

ெ்
 (3) 
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The multidirectional tapping task has been widely used to evaluate pointing devices and 
tasks. Users are required to move from one target to the next in a predefined manner as 
depicted in Figure 1. The targets are spaced apart equally and are arranged in a circle 
(also referred to as Fitts’s circle). By using multiple values of 𝐷 and 𝑊 in combination 
to achieve many values of 𝐼𝐷, the movement time recorded from these movements can 
be used in linear regression methods to determine the overall throughput of a pointing 
device. 

D: distance between targets 
W: target width 
Figure 1: The ISO/TS 9241-411 multidirectional tapping task with Fitts’s circle 

Measuring task performance is important when determining how effective an HCI 
device will be to use. Fitts’s Law has been used on a variety of input devices to 
determine throughput which can then be compared to other devices. Computer mice, 
touchpads and joysticks have been evaluated using the ISO 9241-9 and ISO/TS 9241-
411 tests (Douglas, Kirkpatrick, and MacKenzie 1999). Of particular interest is the 
measured throughput of the computer mouse, which has a throughput value ranging 
between 3.7 bps and 4.9 bps and which most other devices are compared to. The modern 
touchscreen yields a higher throughput at about 6 bps (Burno et al. 2015). 

Fitts’s Law in Virtual Environments 

Fitts’s Law has worked well for evaluating traditional HCI devices and has since been 
used in studies to evaluate devices used for interaction with VEs. 
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Teather et al. used the multidirectional tapping task to evaluate performance using 
passive haptic feedback in a Cave Automatic Virtual Environment (CAVE) in which 
the VE is projected onto the walls of a room-sized cube (Teather, Natapov, and Jenkin 
2010). Fitts’s circle was displayed in the VE with a transparent plastic panel positioned 
in front of the user to provide passive haptic feedback. The subjects each used a stylus 
to click on the targets in Fitts’s circle. The throughput determined was 2.56 bps. 

Pino et al. (2013) used the Kinect to allow their subjects to move a cursor on a monitor 
screen with their hands. A click was recognised by the users saying a sound which was 
then identified by the Kinect’s microphones. The multidirectional tapping task was used 
for the evaluation. The 2D experiment yielded a throughput of 2.1 bps and the 3D 
experiment yielded 1.06 bps. 

Joyce and Robinson conducted a similar experiment with users viewing Fitts’s circle in 
a VE with the difference of clicking on its targets with their fingers instead (Joyce and 
Robinson 2017). This was enabled by using the Oculus Rift Development Kit 2 in 
conjunction with the Leap Motion Controller for hand tracking. The subjects touched 
targets in two separate conditions, one without any haptic feedback and one with a flat 
panel used to provide passive haptic feedback. The no-haptics condition yielded a 
throughput of 4.1 bps and the condition with passive haptic feedback yielded 4.7 bps. 
In addition, they found that the training time decreased with the haptic feedback and 
that the users preferred the passive haptics to interact with, as they felt it helped them 
perform faster and more accurately and that it also increased their sense of presence. 

Mutasim et al. used the HTC Vive Pro Eye headset with a Leap Motion Controller for 
hand tracking (Mutasim, Batmaz, and Stuerzlinger 2021). They also used the 
multidirectional tapping task to determine throughputs for three techniques of clicking, 
pinching and dwelling on targets. The highest throughput was from the clicking 
technique which yielded around 4 bps. 

Methodology 

Equipment 

Prior studies on VEs used numerous hardware such as the projectors in the CAVE. The 
experiments evaluating subjects using their hands used VR headsets in conjunction with 
the Leap Motion Controller. The first version of the Oculus Quest was chosen for this 
experiment as it has minimal hardware requirements in that only the headset is needed. 
The Oculus Quest has hand tracking built-in. This first version has a display refresh rate 
of 72 Hz giving the user a smooth viewing experience which increases immersion and 
presence. The Quest has a hand-tracking rate of 30 Hz (Han et al. 2020). The hand-
tracking rate is noticeably lower than that of the Leap Motion Controller which typically 
operates at 120 Hz for hand tracking (Ultraleap 2021). Nevertheless, the hand-tracking 
feature of the Oculus Quest is still quite smooth and accurate in practise and therefore 



7 

acceptable for use in this study. Adequate lighting is required for the Oculus Quest to 
track hand movements accurately. 

The Oculus Quest’s high-accuracy controllers are used for the initial calibration of the 
experiment so that users can interact with the test application interface comfortably 
according to their height requirements. 

Interface 

A VR Android application for the Oculus Quest was developed using the Unity 3D 
engine (Unity Technologies 2021c) named VR Fitts’s Test. This application is a heavily 
modified version of the HandsInteractionTrainScene from the sample framework 
provided by Oculus (2021b). The VE of the application consists of a ground, skybox 
and a central blue control panel as seen in Figure 2. The control panel is angled at 45° 
so that users do not have to bend their necks excessively (as would be the case if it were 
flat at 0°) and arm fatigue is reduced from holding their arms in mid-air (as would be 
the case if it were facing the user directly at 90°). The user is able to view virtual 
representations of the Oculus Touch controllers and blue virtual representations of their 
hands. The control panel has virtual red arcade buttons for the user to push with their 
virtual index fingers as input and an attached textbox for instructions and help. Pushing 
a virtual button all the way triggers a click sound to give the user audible feedback. 

Figure 2: The VR Fitts’s Test application user interface 

The interface moves through various “scenes” for height calibration, inputs for the 
dominant hand, gender and age choices, and the multidirectional tapping task (named 
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as Fitts’s Test within the application). These scenes all have different button layouts and 
help text. The user is given the choices of “Right” and “Left” for the dominant hand 
choice scene. For the gender choice scene, the options of “Male”, “Female” and 
“Choose not to say” are given. Buttons labelled from zero to nine are shown for the age 
input scene, with a “Reset” button to erase what has been entered in case of a mistake 
and an “OK” button to confirm the entered age. 

The user is given a practise round scene before moving on to the proper Fitts’s Test 
scene and final completion scene. Both these scenes cycle through different 
configurations of the multidirectional tapping task. 

Data Capturing 

The VR Fitts’s Test application captures the dominant hand, gender and age data entered 
by the user into memory during their interaction. It also captures all data into memory 
for the practise and proper Fitts’s Test rounds. Each movement’s start, end and target 
button centre 3D positions were captured and the movement time between start and end 
positions. The data for each circle configuration (see Figure 1) including distance 
between targets, target width and expected index of difficulty were also captured. 
Unique identifiers for the movement, trial, block and user are captured to determine the 
final throughput calculations. Finally, the index fingertip position, distance travelled, 
movement time and velocity for every frame in a movement’s trajectory are captured. 
The hand-tracking rate on the Oculus Quest is lower than its display refresh rate so only 
unique trajectory positions are captured as they are updated. 

Upon completion of the test, the above data is saved in an XML file on the Quest’s 
onboard storage. The practise round data is excluded from this file. Supplementary files 
with a flat XML format for the movement, trajectory and circle configuration data are 
also saved for easier extraction of the data in the statistical analysis software. 

Experimental Design 

The multidirectional tapping task as given in ISO/TS 9241-411 is used in this 
application to determine user performance. There are a few variations of the way in 
which to design this test and also the way in which to collect, clean and analyse the data. 
Soukoreff and MacKenzie (2004) analysed many studies on Fitts’s Law and provided 
guidance towards a standard for these tests. This study will take guidance from both of 
these sources. Sixteen configurations of the multidirectional tapping task circle as given 
in ISO/TS 9241-411 were determined from four distances and four button widths. When 
setting the circle diameter, it is important to remember that the target-to-target distance, 
𝐷, as seen in Figure 1 will be less than this diameter. The button widths were determined 
by changing the Unity scale on an existing button model from the 
HandsInteractionTrainScene in the Oculus sample framework. The actual width of the 
button 𝑊 was then determined using the Bounds functionality in Unity (Unity 
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Technologies 2021b). These four values of 𝐷 and four values of 𝑊 determine 16 values 
of 𝐼𝐷 (Equation 1). 

Soukoreff and MacKenzie (2004) suggest an 𝐼𝐷 range of 2 bits to 8 bits. Lower 𝐼𝐷 
values are simple to accommodate, but higher 𝐼𝐷 values require increasing 𝐷 or 
reducing 𝑊 (Equation 1). Making the circle too wide would result in forcing the user to 
move their whole body to reach from one end of the circle to the other. Reducing the 
button width to less than 2 cm had a negative impact on the user’s experience in the 
pilot studies. The fingertip is much larger than the button at these sizes and the button 
is occluded by the user’s finger. These are defined as the fat-finger problem and the 
occlusion problem respectively (Wigdor et al. 2007). Table 1 presents the chosen range 
of 1.701 bit to 4.808 bits which made the experience challenging while maintaining 
comfort. 

Table 1: Circle configurations 

Diameter (mm) D (mm) Button Scale W (mm) ID (bits) 
200 197 0.5 22 3.322 
200 197 1.0 44 2.460 
200 197 1.5 66 2.000 
200 197 2.0 88 1.701 
400 394 0.5 22 4.248 
400 394 1.0 44 3.322 
400 394 1.5 66 2.808 
400 394 2.0 88 2.460 
500 394 0.5 22 4.555 
500 492 1.0 44 3.615 
500 492 1.5 66 3.088 
500 492 2.0 88 2.728 
600 591 2.0 22 4.808 
600 591 2.0 44 3.858 
600 591 2.0 66 3.322 
600 591 2.0 88 2.955 

 

The subjects are required to go through all 16 configurations per block. These 
configurations are presented sequentially in a randomised order. One circle 
configuration is treated as a single trial for this study. The circle consists of 𝑛 buttons 
for 𝑛 movements per trial (𝑛 is configurable to allow for different practise and full-test 
designs). The subjects are required to click on all solid red highlighted buttons which 
appear in the order specified in Figure 1 and to avoid the transparent buttons and control 
panel surface in Figure 2. The first button click starts the timer for the user to complete 
the trial. A user needs to attempt to click all buttons in the sequence presented as fast 
and accurately as possible. If a button is missed and the user touches the control panel 
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surface or a transparent button instead, the panel will flash red and the next button in 
the sequence will be highlighted. 

Keeping one’s arm in mid-air and continuously moving it around for long periods is 
strenuous and induces fatigue. Therefore, after a trial is completed, a message appears 
next to the first button to indicate to the subject that they may take a short break if 
required. This aims to reduce fatigue in the study. 

The user only uses their dominant hand for this test. The user starts the application 
viewing both virtual hands but then makes a choice for their dominant hand. The non-
dominant hand is then removed from the user’s view so that they can focus on the single 
virtual hand. The application is designed in such a way that collision detection with the 
buttons and control panel surface can only be triggered with the index finger of the 
chosen dominant hand. A small green sphere on the tip of the index finger is a visual 
cue to the user to only use that finger. 

The application created for this test supports different circle configurations for which 
the distances, button widths, number of buttons and number of blocks can be set. This 
enabled different sequences for a practise round and the proper test. 

The practise round consists of the user going through all 16 conditions for a single block. 
The circles consists of seven buttons from which seven movements will arise. This 
exposes the subject to a total of 112 movements. The practise round is important for 
subjects to become familiar with interacting with the VR environment, clicking on the 
buttons correctly, following the pattern of highlighted buttons and understanding the 
way in which a miss affects the flow of the test. This was important as all users were 
novices and some have never been exposed to VR at all before this study. Soukoreff and 
MacKenzie (2004) suggest that the subjects have enough training until they reach expert 
levels of performance before attempting the full test. Given the time constraints, this 
shorter practise round exposed the subjects to enough movements and circle 
configuration variation to help them get to an acceptable level of performance before 
starting the proper test. This will reduce learning effects which is not being considered 
for this study. 

The full test employs a 3 × 4 × 4 within-subjects design. The user is required to go 
through combinations of the four distances and the four button widths for a total of 16 
conditions in a randomised sequence per block. The user will go through three of these 
blocks. The circles for the full test consist of nine buttons from which nine movements 
per trial will arise. This results in 432 total movements recorded per user. 

Data Transformations 

A movement’s primary data consists of the movement time from start to finish, the start 
position, end position and the position of the target button centre. The adjustment for 
accuracy can be performed using this data to get the transformed values for effective 
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distance, 𝐷𝑒, and effective width, 𝑊𝑒, per subject per condition (Soukoreff and 
MacKenzie 2004). Looking at geometry of the movement in Figure 3, the distance for 
𝐴, 𝐵 and 𝐶 are first calculated. These can then be used to calculate 𝐷𝑥 and the effective 
distance travelled for the movement 𝐴𝑒 (MacKenzie 2018). A negative value for 𝐷𝑥 
indicates an undershoot and a positive value indicates an overshoot. 

 

Figure 3: The geometry governing a movement from one target to the next 

𝐴 =  ඥ(𝑥ଷ  − 𝑥ଵ)ଶ +  (𝑦ଷ  − 𝑦ଵ)ଶ (4) 

𝐵 =  ඥ(𝑥ଷ  − 𝑥ଶ)ଶ +  (𝑦ଷ  − 𝑦ଶ)ଶ (5) 

𝐶 =  ඥ(𝑥ଶ  − 𝑥ଵ)ଶ +  (𝑦ଶ  − 𝑦ଵ)ଶ (6) 

𝐷𝑥 =  
஼మ ି ஻మ ି ஺మ 

ଶ஺
 (7) 

𝐴𝑒 =  𝐴 + 𝐷𝑥 (8) 

𝐷𝑒 is the mean of 𝐴𝑒 for 𝑛 movements for a single user for one condition across all 
blocks. Movement time, 𝑀𝑇, is also calculated as the average movement time for a 
single user for one condition across all blocks. 𝑆𝐷𝑥 is the standard deviation of 𝐷𝑥 which 
is used to calculate 𝑊𝑒. 𝐷𝑒 and 𝑊𝑒 are then used to calculate the effective index of 
difficulty, IDe. 

𝐷𝑒 =  
ଵ 

௡
 ∑ 𝐴𝑒𝑖௡

௜ୀ௜  (9) 

𝑊𝑒 =  4.133 ∙ 𝑆𝐷௫ (10) 

𝑀𝑇 =  
ଵ 

௡
 ∑ 𝑀𝑇௜

௡
௜ୀ௜  (11) 

𝐼𝐷𝑒 =  logଶ  ቀ
஽௘

ௐ௘
+ 1ቁ (12) 

The 𝐼𝐷𝑒 and 𝑀𝑇 pairs are then used to determine the intercept and gradient for 
Equation 2 as well as the grand throughput 𝑇𝑃 (Equation 13) (Soukoreff and 
MacKenzie 2004). For 𝑦 subjects and 𝑥 conditions there are 𝑦 × 𝑥 pairs of 𝐼𝐷𝑒 and 𝑀𝑇. 
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Experimental Procedure 

The experiment was conducted at the Chamber of Mines building located on the 
University of the Witwatersrand premises. A location in an open area in the building 
was chosen where it was well-lit by natural light. This requirement was necessary for 
the hand tracking to operate optimally on the Oculus Quest. The location had enough 
space for the subject to move around without bumping into anything. The Oculus Quest 
has a built-in “Guardian” system that allows setting up a virtual safety perimeter to 
prevent users bumping into any real world objects such as walls. The subjects could 
then be prepped to take part in the experiment. 

An open invitation for participation was made to all students and staff at the School of 
Electrical and Information Engineering at the University of the Witwatersrand. The 
participants were verbally briefed on the procedures and aims of the experiment and 
also asked to read a participant information sheet with more details. If they wished to 
proceed with the experiment, a completed consent form was first required. The 
participant was then shown how to fit the Oculus Quest comfortably with a clear view 
of the VE. The controllers were then handed over and the participant was prompted to 
start the application called VR Fitts’s Test. 

For the initial calibration scene, the participants were prompted in-app to adjust the 
position of the control panel for their height and for a comfortable distance from their 
body to be able to interact with it. Once this step was completed, the participant passed 
the controllers back to the researcher. After that the participant would be able to see 
virtual representations of their hands and use their hands as interaction devices, being 
informed to click on the virtual arcade buttons with their index finger. They were then 
prompted in-app to enter their dominant hand, gender and age. The practise round then 
began. The first button of the trial informed the participants to take a break if they 
became tired. After the practise round, they proceeded to perform the full Fitts’s Test. 
Both the practise round and the proper test had a progress bar indicating the completion 
percentage and how many movements had been completed out of the total. 

A final scene indicated completion of the experiment and advised the participant to call 
the researcher to help them take off the headset. The researcher then checked the final 
scene for visual confirmation of when all files containing the participant’s captured data 
had been successfully saved onto the device. The participant was then thanked for their 
participation. The participants did not receive any direct benefits and were all willing 
volunteers. The participants who completed the experiment were, however, offered 
further time to familiarise themselves with the device through preloaded games. 

The average time spent in the application was 17 minutes. The fastest time was 
12 minutes and the slowest was 31 minutes. The initial setup time including 
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explanations, signing of consent forms and fitting of the Oculus Quest typically took 
around 5–10 minutes. On average about 25–30 minutes was needed per participant for 
the full experiment procedure. 

Results 

Participants 

A total of 23 participants took part in the study of which 13 were male and 10 were 
female. Three participants were left-handed. The average participant age was 29 and the 
ages ranged from 18 to 63. All the participants were able-bodied and had no 
impairments that would have worked against their favour. Some participants wore 
spectacles but this did not impair their performance as the Oculus Quest has enough 
space to accommodate users with glasses. Most participants had little to no experience 
with VR and can be considered novice subjects. 

Data Reduction 

A total of 9 936 movements were captured (23 subjects × 3 blocks × 16 trials × 9 
movements per trial). Movements were flagged to indicate if the user missed the target. 
A movement was also flagged to indicate having low hand-tracking confidence at any 
point in its trajectory using the functionality from Oculus (Unity Technologies 2021a). 
Low confidence can arise from poor lighting, users obstructing the view of the cameras 
by blocking one hand with the other, holding the hand flat and perpendicular to the 
cameras so that no individual fingers can be distinguished, or moving too fast. 

Hand-tracking errors did not have much effect on a participant’s target-to-target 
movement data. These errors did, however, contribute to spikes in velocity and distance 
travelled in the trajectory data which were not possible by human means. 

Target misses can sometimes have a significant effect on target-to-target movement 
data. Most misses will still have the user moving most of the distance towards a target 
and missing it by a small distance. This occurs fairly frequently for the smallest button 
widths. However, as mentioned by Soukoreff and MacKenzie (2004), subjects can 
sometimes double click on a target which registers a successful click for the current 
target but a miss for the next. Indeed it was observed that a number of subjects tried to 
click a button numerous times in its vicinity to make sure that the target button was 
clicked. This type of error creates a movement data capture with very low distance 
travelled and a very high effective button width which results in an extremely low 𝐼𝐷 
value and a very short movement time. The movement following the double click is also 
very short as the new target is now adjacent to the user’s current position. Leaving in 
these errors skew the results as there appears to be an extra distance close to zero 
contributing to the circle configurations. 

Some participants also took much longer to complete the test. These participants took 
their time instead of rapidly moving which is required for the Fitts’s Test. Some may 
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even have been taking a break in the middle of a trial, with one recorded movement 
taking over 13 seconds to complete. This is far off from the average movement time of 
1 005 ms. When an error such as the double-click miss mentioned above occurred, 
almost impossibly low movement times are recorded with the lowest recording at 5 ms. 

In summary: 

 Too short movement times indicate double-click misses. 

 Much longer times indicate the participant taking their time instead of clicking 
targets rapidly. 

 Too short distances travelled indicate double-click errors. 

 Too large distances from the button centre indicate that the participant’s aim 
towards the target deviated too much. 

 A double-click error can create a movement with an extremely small distance 
value and an extremely large button width value resulting in a very low value 
of 𝐼𝐷. 

Soukoreff and MacKenzie (2004) advise that trials in which final movement distance or 
time is more than three standard deviations away from the average be investigated. If 
these are deemed to be outliers then they should be removed. Based on the factors above, 
the recommendations from Soukoreff and MacKenzie have been extended to filter data 
on movement times, distance travelled and distance from the button centre on a per-
condition basis for this study. 

Since the 𝐼𝐷𝑒 values are calculated on a per-user-per-condition basis, Joyce and 
Robinson (2017) only regarded a condition for a user as valid if at least a third of the 
total movements per condition are remaining after the initial data cleaning process. This 
step was also performed on this study’s data set after cleaning for movement times, 
distances travelled and distances from the button centre. Starting off with 9 936 recorded 
movements and 368 potential pairs of 𝐼𝐷𝑒 and 𝑀𝑇 for each condition across all users, a 
final total of 5 394 valid movements for 271 pairs of 𝐼𝐷𝑒 and 𝑀𝑇 values remain for 
analysis. 

Data Analysis 

All calculations were done on a per-user-per-condition basis after cleaning the data. An 
increase in 𝐼𝐷 results in an increase in error rate, 𝐸𝑅, and error in accuracy 𝑆𝐷𝑥 as seen 
in Table 2. The average movement time, 𝑀𝑇, is mostly affected by the distance 
component, 𝐷. Indices of difficulty are ordered from least to most difficult and labelled 
as condition 𝑖. Notice that there are some values of 𝐼𝐷 that are repeated. Even though 
these have the same value, they have different circle configurations and thus yield 
different results. 
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Table 2: Metrics per ID before data cleaning 

i ID (bits) D (mm) W (mm) ER (%) 𝑴𝑻 (ms) SDx (mm) 

1 1.701 197 88 4.19 759 39 
2 2.000 197 66 4.51 772 42 
3 2.460 394 88 4.99 911 75 
4 2.460 197 44 14.81 785 58 
5 2.728 492 88 6.76 1068 98 
6 2.808 394 66 8.21 949 93 
7 2.955 591 88 8.05 1285 134 
8 3.088 492 66 11.92 1059 125 
9 3.322 591 66 12.88 1182 164 
10 3.322 394 44 20.29 980 120 
11 3.322 197 22 31.40 831 79 
12 3.615 492 44 19.48 1076 152 
13 3.858 591 44 20.77 1121 207 
14 4.248 394 22 36.07 948 157 
15 4.555 492 22 36.23 1092 204 
16 4.808 591 22 38.32 1254 248 

 

Figure 4 illustrates that as the 𝐼𝐷 increases, so does the error rate. Note, however, that 
it is not perfectly ordered even though there are increasing values of 𝐼𝐷. The noticeable 
spike in error rate for 𝐼𝐷𝑖=4 is mainly due to the smaller value of 𝑊 at 44 mm. This spike 
in error is observed again for 𝐼𝐷𝑖=11 for the smallest value of 𝑊 at 22 mm. Indeed the 
biggest error rates are observed when the button width is the smallest at 22 mm for 
𝐼𝐷𝑖=11, 𝐼𝐷𝑖=14, 𝐼𝐷𝑖=15 and 𝐼𝐷𝑖=16. Smaller button widths seem to have a larger effect on 
error rates than larger distances do. 

Figure 4: Error rate per ID 
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The error in accuracy 𝑆𝐷𝑥 is also observed to increase with increasing 𝐼𝐷 in Figure 5. 
A noticeable exception to this is for 𝐼𝐷𝑖=11. This condition is comprised of the smallest 
distance and button width. Remember that for a larger button width, the subject can 
“cheat” by deliberately clicking anywhere between the edge of the button to the centre 
instead of aiming for the centre (Soukoreff and MacKenzie 2004). A smaller button 
width would in theory increase the accuracy as, even if the subject clicks on the edge of 
the button, the accuracy registered for 𝑊𝑒 would be much better than clicking on the 
edge of a larger button. Larger distances and 𝐼𝐷 values certainly increase the error in 
accuracy even if the button width is kept small as seen in Figure 5. However, for the 
case of 𝐼𝐷𝑖=11, the smaller distance to travel and small button width allow for easier 
targeting of the button and therefore better accuracy. 

Figure 5: Standard deviation of Dx per ID 

Movement time appears to be affected mainly by 𝐷. It can be observed in Figure 6 that 
𝐼𝐷𝑖=7, 𝐼𝐷𝑖=9, 𝐼𝐷𝑖=13 and 𝐼𝐷𝑖=16 all have the largest 𝐷 value at 591 mm contributing to the 
largest average movement times. 𝐼𝐷𝑖=5, 𝐼𝐷𝑖=8, 𝐼𝐷𝑖=12 and 𝐼𝐷𝑖=15 at the second largest value 
of 𝐷 at 492 mm contribute to the next four largest average times and so forth. 

Figure 6: Average movement time per ID 
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Least-squares linear regression is used to determine if there is a linear relationship 
between 𝑀𝑇 and 𝐼𝐷. It can be seen in Figure 7 that movement time increases with 
increasing 𝐼𝐷 after cleaning the data. Of note is the intercept at 447 ms. Soukoreff and 
MacKenzie (2004) mention as a rough guideline that the intercept should lie between 
−200 ms and 400 ms. This is, however, only for expert subjects. For this study, the 
participants can be regarded as novices as the practise round was limited and not enough 
to advance them to expert status before the proper test. It could also be attributable to 
the fact that much larger distances are used for this test requiring more time for 
movement (as compared to distances travelled for a mouse in pixels) or the lower 30 Hz 
sampling of the hand tracking on the Oculus Quest. In addition, no cleaning of the 
trajectory data is being performed. When users click a button, their hand goes straight 
through the button and immediately activates the next target as in Figure 8. There is 
some extra time taken to slow down and reverse direction to the next target after a 
successful click on the current button. This will slightly increase movement times. This 
extra movement after the click can be seen below the plane of the control panel surface 
in an example recorded trajectory in Figure 9 and could potentially be considered 
reaction time for removal from the trajectory data as done in the study by Soukoreff and 
MacKenzie (2004). Alternatively, it could also be remedied by using haptics (Joyce and 
Robinson 2017; Teather, Natapov, and Jenkin 2010). Homing and dwell time is not 
applicable to this study owing to the fact that the user is constantly moving from target 
to target and is not required to hover in the vicinity of the target (Soukoreff and 
MacKenzie 2004). 

Figure 7: Average movement time vs effective index of difficulty, IDe 

Using the average of the effective index of difficulty values 𝐼𝐷𝑒 = 3.081 bits, the 
standard error of the intercept is 𝑠.𝑒.(𝑎) = 311.68 ms. The F-statistic shows that the 
regression model 𝑀𝑇 = 447.4 + 118.1 𝐼𝐷𝑒 is a statistically significant fit for the data 
(𝐹1,271 = 108.2, 𝑝 < 2.2 × 10−16). 
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Figure 8: Finger trajectory over time 

Figure 9: A typical finger trajectory for a single movement relative to the control 
panel plane 

Because the subject’s finger is still moving after clicking a target, the velocity profile 
of a movement trajectory will never be stationary at the beginning. It will always start 
at a non-zero velocity, reduce as the user changes direction, and then accelerate towards 
the next target, slowing down again to click the target accurately. Because the subject’s 
finger goes through the button, the end velocity of the movement is again low but non-
zero. This can be seen in Figure 10 and is similar to the velocity profiles plotted by 
Joyce and Robinson (2017). This was plotted from velocity data across all movements 
for a single trial for a subject. 
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Figure 10: The typical velocity profile for movement trajectories 

Discussion 

Fitts’s Law is important to consider when designing user interfaces, whether it be 
physical control panels and devices, operating systems, websites or VR interfaces. 
Designing interfaces to have low 𝐼𝐷 values between components will make working on 
it easier, more useful and more user-friendly. Studies such as this one therefore offer a 
wealth of information to consider when designing these interfaces. 

Ultimately, the goal of a Fitts’s Test is to determine the throughput of a device. For hand 
tracking with the Oculus Quest, this study determined a throughput of 3.7 bps 
(Figure 7). This is lower than the average throughput for the mouse (3.7–4.9 bps) but 
higher than the isometric joystick (1.6–2.55 bps) and the touchpad (0.99–2.9 bps) 
(Soukoreff and MacKenzie 2004). 

The 2D and 3D experiments with the Microsoft Kinect by Pino et al. (2013) yielded a 
throughput of 2.1 bps and 1.06 bps, respectively. Teather et al. (2010) determined 
2.37 bps without haptic feedback and 2.56 bps with haptic feedback for a stylus in a 
CAVE setup. Joyce and Robinson (2017) determined 4.1 bps without haptic feedback 
and 4.7 bps with haptic feedback using the Leap Motion Controller for hand tracking 
with the Oculus Rift Development Kit 2. Mutasim, Batmaz and Stuerzlinger (2021) 
determined a throughput of around 4 bps using the Vive controller with the HTC Vive 
Pro Eye for clicking on targets and around 3.5 bps with the Leap Motion Controller 
enabling a pinching action to select targets. MacKenzie (2018) determined 6.85 bps for 
a touchscreen. Burno et al. (2015) determined around 6 bps for a touchscreen and around 
2 bps for hand tracking using the Leap Motion Controller. Touchscreens seem to yield 
the best throughput because of direct input from the user instead of indirect input such 
as through the mouse pointer and mouse click (MacKenzie 2018). 
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The throughput determined from this study is comparable to the lower end for the 
mouse, the no-haptics condition in Joyce and Robinson’s study and the throughput 
values for clicking and pinching in the study by Mutasim et al. It is much higher than 
the throughput values yielded from the studies by Pino et al. A throughput of 3.7 bps 
therefore proves that the Oculus Quest’s hand-tracking capabilities are effective. This, 
plus the fact that the Oculus Quest requires no extra hardware for hand-tracking, makes 
it an even more appealing device. It might be worthwhile repeating this study using 
haptic feedback to test if this also boosts throughput, as seen in other studies. Of note 
for this study and the throughput determined are the following: 

 Physical distances between targets are much larger than most other studies in the 
range of 200–600 mm, which are much larger than the distances needed for 
moving a mouse on a screen (pixels versus millimetres) contributing to larger 
movement times and therefore reduced throughput (Equation 3). 

 The participants were not given the chance to reach expert levels before the test 
and were tested as novices, given just bare minimum practise to get used to the 
interface and test proceedings. It might be worth conducting the test with expert 
level users to test if the level of expertise increases throughput. 

 Most Fitts’s tests require users to travel in a straight line to targets. This test 
required the participants to move more naturally resulting in arc movements. The 
2D point-to-point distance was used rather than the full 3D trajectory distance. 
Using the 3D trajectory distance might yield a larger 𝐼𝐷 range and might 
contribute to a better throughput (Equation 1). Using the full 3D trajectory 
distance might, however, require some modifications of Fitts’s Law to 
accommodate 3D movements. 

 The hand-tracking feature of the Oculus Quest is relatively new, having first been 
added to the platform towards the end of 2019. Improvements in the software and 
neural network used to provide this feature would surely improve throughput over 
time. 

It must be noted that using hand tracking on the Oculus Quest does not come without 
its shortcomings. There are occasional hand-tracking issues, the most common owing 
to poor lighting. This could be improved by using better cameras or image processing. 
There is the issue of hands occluding each other. Perhaps more training of the neural 
networks is required to remedy this. There is also the issue of fatigue. A user interacting 
with a VR interface in mid-air is going to inevitably experience fatigue. Indeed this was 
noticed during the test and there is a questionnaire provided by ISO/TS 9241-411 that 
evaluates a user’s fatigue. This could be used in further studies to gain more insight on 
this issue. A haptic feedback solution could possibly ease the fatigue experienced by 
users. It could also be a potential solution for VR interface designers to incorporate 
breaks (such as in this test) or workflows that reduce fatigue. 
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It was noted that the 𝐼𝐷 range for this study was limited to 1.701–4.808 bits even though 
the recommendation is for a range of 2–8 bits (Soukoreff and MacKenzie 2004). This 
recommended range is easier to implement when the pointing device is more precise. A 
mouse pointer tip is a single pixel so much smaller targets are feasible, as compared to 
a fingertip which is in the order of millimetres. In the case of VR with hand tracking, as 
in this study, button widths smaller than 2 cm could increase the 𝐼𝐷 range but could 
have a severe impact on user experience because of the fat-finger problem and the 
occlusion problem (Wigdor 2007). 

It can be observed from Table 2 and Figure 4 that the circle configurations with the 
smallest button width yield the most errors, which is an indication that these scales are 
not suitable for the context of hand tracking in VR. It might be possible to increase this 
𝐼𝐷 range in future studies by changing the virtual representation of the hand to 
something more precise such as a skeleton hand made out of fine lines. It might also be 
worth conducting the same test with one of the Oculus Touch controllers for comparison 
since this is effectively used as a mouse for this platform. 

Conclusions 

This study investigated user performance using the hand-tracking feature on the Oculus 
Quest. Fitts’s multidirectional tapping task as given in ISO/TS 9241-411 was used to 
evaluate performance as throughput which combines speed and accuracy. The final 
throughput determined was at the same level as the lower end of mouse throughput and 
similar to using hand tracking in VR with no haptic feedback. It was higher than other 
devices such as isometric joysticks, styli, touchpads and the Microsoft Kinect, but not 
as high as throughputs for touchscreens. 

Of note is that this throughput was determined with novice subjects and it is expected 
to increase with expert subjects. The throughput determined confirms that the hand-
tracking capabilities of the Oculus Quest allow the user to use their hands naturally, 
efficiently and accurately as pointing devices. The results from this study can be used 
to design better VR interfaces, especially when hand tracking can be used. It is noted 
from movement times, error rates and accuracy data that for this particular situation of 
hand tracking in VR maximum efficiency is achieved when the size of interface 
components are larger than the user’s finger and spaced more closely together. Even 
though the throughput determined is lower than some devices such as the mouse and 
touchscreen, it is worth noting that these devices are used most advantageously for 
appropriate situations. 

Evaluating devices using Fitts’s Law yields great insights into developing better HCI 
devices and techniques such as hand tracking, which ultimately benefits the end user. 
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Abstract 

Online education has experienced rapid development owing to its significance 
as a potential solution to teaching and learning under the critical conditions 
caused by Covid-19. A major obstacle in this form of learning is that online 
classes lack direct, timely and effective communication and feedback to 
teachers. The use of machine learning algorithms for estimating facial emotion 
expressions of students during teaching sessions has garnered interest from 
researchers in the last decade; however, there has been no or limited feedback 
mechanisms incorporated into these models. In the present study, we explored 
the use of deep learning to identify emotional changes in students’ faces and use 
them to estimate the learning affect experienced by the students. This involved 
implementing a CNN-BiLSTM model for emotion expression recognition and 
mapping of identified emotions into positive, negative and neutral learning 
affects, and for further affect analysis. This model was trained, validated and 
tested by using the extended DISFA database. A test accuracy of 92 per cent on 
a sample size of 2 274 was reported. The classified emotions were then mapped 
into learning affects, based on mappings provided in the literature. The model 
was further tested on live samples (collected in a laboratory set-up) to ascertain 
the validity of the mappings. It is envisaged that the analysis of the learning 
affects through facial emotion changes will potentially pave the way for timely 
and appropriate feedback to teachers on the learning affect experienced by 
students, potentially improving the feedback mechanism of the existing e-
learning platforms. 

CCS concepts: computing methodologies, machine learning, machine learning 
approaches, neural networks 

 
Keywords: online learning, facial emotion recognition, learning affects analysis, deep 

learning 
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 Introduction 

Most learning institutions globally have not been able to be fully operational owing to 
the Covid-19 pandemic and have adopted online teaching and learning as one of their 
main tools. During these online teaching sessions, it is more so important for teachers 
to get an insight into their students’ learning process. Some of the methods adopted for 
affect analysis include quizzes, open-ended questions, drag-and-drop activities, peer 
evaluations and reviews, surveys, and gamification. 

Although these methods have been widely used, they are mostly offline and lack the 
ability to provide real-time feedback to teachers during a teaching and learning session. 
Real-time tracking and analysis of facial emotion expressions exhibited by students 
have the potential to fill this gap. It was opined by Phillips (1993) that facial emotion 
expressions are the most appropriate source of non-verbal communication, which 
accounts for up to 93 per cent of the impact of any verbal message. This has triggered 
the use of facial emotion expression recognition as an important area of research for e-
learning set-ups. Previous studies have shown that the emotional states and motivation 
of students influence the learning process either directly or indirectly (Pekrun 1992). 
Diverse studies further proved that facial expression recognition can be used to evaluate 
the emotional states of students in an online learning environment and that the various 
learning affects can be inferred from the facial emotions expressed (Spector et al. 2014; 
Tyng et al. 2017). 

Facial emotion expression recognition is an important area in machine learning. Facial 
emotion expression recognition systems enable the application of emotion-related 
knowledge to improve human and computer communication and to have a more 
satisfying user experience. A good grasp of human emotions by the computer can give 
one access to several opportunities and many applications. Some of the applications 
include targeted advertising campaigns, ATM payments, e-learning, healthcare, and 
online gaming. Devices that sense human activities can provide an enriched interaction 
and can also enrich the users’ experience. Subsequently, facial emotion expression has 
been proved to be universal (Power and Dalgleish 1999). Power and Dalgleish (1999) 
opined that humans have a range of emotions, identifying seven major categories, 
namely, anger, disgust, fear, happiness, sadness, surprise, and neutral. For a teacher to 
teach effectively to meet the students’ needs during a class, they must be able to quickly 
access the state of their audience (Ferdig et al. 2020; Klein and Celik 2017). Getting a 
good understanding of students’ affects during learning continues to be an important 
objective to teachers. Students experience different emotions either cognitively or 
affectively when they are learning. The specific problem this work seeks to solve is 
estimating the students’ learning affects during online class with the use of facial 
emotion expression recognition. The estimated learning affects can then provide 
insights into student comprehension that can act as feedback to teachers, which is a 
potential improvement to the existing platforms. 
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Given the success of deep learning, it is imperative that more research be carried out on 
the usage of deep learning to improve the interaction between humans and computers, 
especially in online-learning scenarios. The common deep-learning techniques used for 
facial emotion recognition are the convolutional neural network (CNN) and long short-
term memory (LSTM). However, the traditional deep-learning approach to feature 
extraction has its shortcomings. One such limitation is that a model is trained using 
particular data for a specific task. For new tasks, the model has to be rebuilt. The 
adoption of transfer learning can improve the performance of a deep-learning model by 
transforming known knowledge learned from other related data (Dhankhar 2019; 
Khanzada, Bai, and Celepcikay 2020; Wahab, Khan, and Lee 2019). Several pretrained 
CNN architectures have been proposed by researchers. Some of these pretrained models 
include: ResNet50, 101, 152, VGG16, 19, MobilenetV2, InceptionResnetv2, and 
Densenet, which are trained on the ImageNet data set (Marcelino 2018; Siami-Namini 
, Tavakoli, and Namin 2019). 

In order to achieve the above objectives, this research proposes the use of transfer 
learning for extracting discriminate features of the facial data and a bidirectional LSTM 
for capturing and encoding both spatial and temporal features of the facial emotion 
expression data. The study therefore fine-tunes the ResNet50 pretrained network for 
extracting features of facial image samples obtained from the extended Denver Intensity 
of Spontaneous Facial Action (DISFA+) database. The extracted features of facial 
images are used for classifying the various facial emotions using an enhanced recurrent 
neural network (a bidirectional LSTM) and for mapping the classified emotions to 
various learning affects for further analysis. 

Related Works 

Over the last decade, attempts were made to recognise and analyse facial expressions 
for use in both online and face-to-face learning environments using diverse approaches. 
Ayvaz, Gürüler and Devrim (2017) proposed an information system that detects the 
emotional states of learners; this is the information about the instant and weighted 
emotional states that were based on their facial expressions. Their work intended to 
create a formal interactive virtual environment. Experiments included the use of the k-
nearest neighbour and the support-vector machine (SVM), which produced a best 
accuracy of 96.38 per cent and 98.24 per cent respectively. 

Sun et al. (2017) employed an emotion detection module applicable to e-learning. They 
used CNNs to detect emotion in an e-learning setting and their model achieved an 
accuracy of 84.55 per cent. Mukhopadhyay et al. (2020) assessed the emotions of 
learners and identified the emotional changes that occur during learning. Basic emotions 
were classified using a CNN model which was further used to estimate a learners’ state 
of the mind. An accuracy of 65 per cent and 62 per cent for the emotion classification 
and states of mind identification was reported. 
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Ray and Chakrabarti (2012) focused on the detection of any changes in emotion during 
the learning process using biophysical signals. A neural network was used to classify 
learners’ emotions and to predict their learning style. The work proposed to indicate the 
effectiveness of facial emotion recognition for identifying the affective level of a student 
using the SVM and presented an accuracy regarding the average gain for their sample 
as 1.3693. The average gain result is further applied for identifying course delivery 
patterns according to the students’ learning styles. Dewan, Murshed and Lin (2019) 
explored the use of facial images in estimating the engagement levels of students in an 
online environment. The use of InceptionNet achieved accuracies of 36.5 per cent, 
47.1 per cent, 70.3 per cent, and 78.3 per cent respectively for the engagement levels 
for boredom, engagement, confusion, and frustration. 

Megahed and Mohammed (2020) considered the integration of a CNN and a fuzzy 
system for estimating facial expressions and predicting the next learning level 
respectively. A fuzzy system was set up to take in the extracted facial expression states 
estimated by the CNN. Pise, Vadapalli and Sanders (2020) proposed the use of a 
temporal relational network for identifying students’ facial emotion changes during an 
e-learning session to determine the students’ learning affects and levels of engagement. 
The study considered the use of a single scaled and multiscale temporal relation network 
compared with a multilayer perceptron as a baseline model. The DISFA data set was 
used for the experiments and achieved an accuracy of 92.7per cent, 89.4 per cent and 
86.6 per cent on the multi-scale TRN, single scale TRN and MLP respectively. 

Dewan, Murshed and Lin (2019) proposed a facial emotion recognition method in which 
a bank of a discrete Hidden Markov Model is learned using the Baum–Welch algorithm 
on selected coefficients of singular value decomposition. Six academic emotions such 
as delight, disappointment, boredom, confusion, engagement, and frustration were 
recognised. The CMU-PIE data set was used for evaluating the model and tested both 
class-dependent and class-independent cases reporting an accuracy of 68 per cent and 
90 per cent respectively. De Carolis et al. (2020) presented the development of a facial 
emotion expression recognition system that can recognise cognitive emotions in a 
distance education domain. The system developed classified a few cognitive emotions 
such as enthusiasm, interest, surprise, boredom, perplexity, frustration, and neutral. 
Combinations of features and best algorithms for classification problems as action units 
(AUs) and gaze features were reported after extensive experimentation. A multi-class 
SVM was reported to be producing the best accuracy on the data set. 

Ma et al. (2021) proposed an automatic engagement recognition method that was based 
on the Neural Turing Machine. The model configuration is in two parts, namely, features 
extraction and features fusion. Features included the student’s eye gaze, facial AUs, 
head pose, and body pose and were combined into a single final feature. Tests on the 
DAiSEE data set achieved an accuracy of 61.3 per cent. 

Zhou et al. (2020) introduced a framework for the detection of emotional states using 
facial emotions in a learning set-up. The framework was based on a convolutional deep 
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neural network (CDNN). The CDNN classified individual emotions captured through 
webcam. Russel’s model of core affects was employed in which emotions are 
categorised as four quadrants, namely, pleasant-active, pleasant-inactive, unpleasant-
active and unpleasant-inactive. An accuracy of 66 per cent was reported using the VGG-
S pretrained network which was tested on data collected from various sources. 

Most of the previous works have not adequately incorporated a learning affects analysis 
into their models. Some works have only focused on the detection and classification of 
emotions. This research, therefore, proposes to contribute to the existing works. This is 
hoped to be achieved by including the analysis of learning affects from classified facial 
emotions and their application to online learning for estimating students’ learning 
outcomes. This approach is expected to provide feedback to teachers and can lead to an 
improvement on the platform. 

Methodology 

The proposed research comprises the following stages: 

 Stage 1: feature extraction using the pretrained ResNet-50, BiLSTM classifier for 
recognising emotions and mapping of emotions into positive, negative, and 
neutral learning affects. 

 Stage 2: the model is tested with test data sets that have not been part of the 
training and validation, and further testing with a new data set is also completed. 

 Stage 3: the model is tested with a real-life sample from the researcher’s facial 
emotions and analysis of the learning affect. 

Figure 1 shows the framework of the proposed model. 

Figure 1: The proposed CNN-BiLSTM model 
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Data for Training and Testing 

The DISFA+ data set is used for the experiment in this work. The DISFA+ is an 
extension of the DISFA data set (Mavadati et al. 2013). 

The DISFA+ data set (Mavadati, Sanger, and Mahoor 2016) consists of videos and AU 
annotations of posed and spontaneous facial expressions from nine participants. AUs 
are the smallest visibly significant switch in facial action, which can be presented 
individually or in combinations to depict facial expressions (Li, Abtahi, and Zhu 2017). 
A high-definition (HD) camera was used to record the facial responses of the 
participants with 1 280 × 720 pixel resolution in 20 frames per seconds frame rate. The 
annotations include the intensity scores of 12 AUs for all of the frames. The DISFA+ 
data set is ground-truth data that comprises landmark points and subject-based self-
reports. The DISFA+ data set is publicly available to researchers on request (Mavadati, 
Sanger, and Mahoor 2016). The experiment was conducted using a total of 26 603 
frames from the video sequence. The work used 24 329 frames for the training and 
validation and 2 274 frames to test the model. 

Feature Extraction 

The features for the facial images of 24 329 frames for training and validation were 
extracted using the ResNet-50 pretrained network. The ResNet-50 network is a CNN 
with a depth of 50 layers, where the main idea is to skip blocks of convolution layers by 
using shortcut connections (Peng et al. 2020). Motivated by studies that proved that a 
deeper network is more powerful than a shallow network, the ResNet-50 was derived 
from 50-layer residual network architecture. The ResNet-50 was trained on the 
ImageNet database and can classify 100 categories of object (Peng et al. 2020). The 
pretrained ResNet-50 accepts the input video sequences which have been split into 
different frames of images. The frames were reshaped to 224 × 224 × 3 each, which is 
the input size required by the ResNet-50 network, added to a batch and passed through 
the ResNet-50 network for the extraction of discriminate features of the input images. 
The network produced a feature size of 24 329 × 2 048. The ResNet-50 has a 2 048 size 
of output dimensions. 

Bidirectional LSTM 

The bidirectional LSTM is an expansion of the LSTM model which is made up of two 

LSTMs. The first LSTM is applied to the input sequence data in the forward direction 

and the second LSTM takes in the reverse structure of the input sequence. This form of 

LSTM helps to improve learning long-term dependencies and can improve the accuracy 

of a model (Rahman et al. 2021). The forward hidden layer, ℎ௧
௙, processes the input in 

ascending order, that is t = 1, 2, 3 . . . T, whereas the backward hidden layer, ℎ௧
௕, 

processes the input sequence in descending order, that is t = T, . . . 3, 2, 1. Lastly, both 

layers are combined to generate output 𝑌𝑡 (Siami-Namini, Tavakoli, and Namin 2019). 
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The application of LSTM twice will lead to an improvement in learning long-term 

dependencies and, invariably, will improve the accuracy of the model (Baldi et al 1999). 

A BiLSTM is implemented using the following equations: 

ℎ௧
௙

= 𝑡𝑎𝑛ℎ൫𝑊௫௛
௙

 𝑥𝑡 +  𝑊௛௛
௙

 ℎ௧ିଵ
௙
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௙
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where 

𝑡𝑎𝑛ℎ is an activation function of the hidden layer, 

W is a weight matrix, 

𝑊𝑥ℎ is a weight connecting input (x) to the hidden layer (h), 

b is a bias vector for both the forward and backward hidden layers ℎ௧
௙ and ℎ௧

௕ in 

equations (1) and (2). 

The extracted features were passed into the bidirectional LSTM for classification. 

Evaluation Metrics 

Evaluation metrics such as accuracy, precision, recall, and F-1 score were used to 
evaluate the proposed model. The computations for precision (P), recall (R) and F-1 
score are given as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) =  
்௉

்௉ାி
  (4) 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅) =  
்௉

்௉ାிே
  (5) 

𝐹 − 1𝑆𝑐𝑜𝑟𝑒 =  
ଶ∗௉∗ோ

௉ାோ
  (6) 

where 
TP denotes True Positive, 
TN denotes True Negative, 
FP denotes False Positive, 
FN denotes False Negative. 

Experiment Details 

The implementation was carried out using a CPU Intel Core i7, 8th generation, with 
16GB RAM and Linux operating system. The codes were run in a tensor-flow 
environment, with a tensor-board to visualise the training epoch accuracy and loss. The 
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data set was split into training, validation and testing data sets. The work stages included 
training and validation and mapping of recognised emotions. 

Training and Validation 

The extracted features of size 24 329 × 2 048 were split into a training data set at the 
ratio of 75:25 of size 18 246 × 2 048 samples and validation data sets of size 
6 083 × 2 048. They were then passed to the classifier, using a batch size of 128 and the 
maximum epochs set to 100. Binary cross entropy was used to identify the loss function 
and the sigmoid function was used to compute the probability of the output layer. Early 
stopping was used to avoid overfitting and the training stopped at the 61st epoch. The 
performance metric that was used for the learning accuracy is the F-1 score and 
confusion matrix. The BiLSTM network classifies the input features of size 
18 246 × 2 048; both the temporal and spatial features of the samples are considered by 
the LSTM and validate the classification using the validation data sets of size 
6 083 × 2 048 and gives an accuracy over the validation data set. The network was also 
tested using the remaining part of the DISFA+ data set that has not been exposed to the 
network before and the accuracy was also recorded. The classified emotions include 
anger, disgust, fear, happiness, sadness, surprise and neutral. 

Mapping of Recognised Emotions to Learning Affect 

In this study, we explored various literature to map the classified emotions of anger, 
disgust, fear, happiness, sadness, surprise and neutral into learning affects. The work 
adopts the mapping of Sathik and Jonathan (2013), Kapoor et al. (2001), Pan, Wang and 
Luo (2018), and Zakka and Vadapalli (2020). These works were used to decide the 
direct mapping between facial emotions and learning affect in this work. Table 1 
provides the summary of the results of the mapping of the various emotions based on 
literature for the study. 

Table 1: Mapping of emotions to learning affects 

Emotion Sathik and 
Jonathan 

Kapoor et 
al. 

Pan, Wang 
and Luo 

Zakka and 
Vadapalli 

Current 
Study 

Anger Negative Negative Positive Negative Negative 
Disgust – Negative Negative Negative Negative 
Fear Positive Positive – Positive Undefined 
Happiness – Positive Positive Positive Positive 
Sadness Negative Negative – Negative Negative 
Surprise Positive Positive Positive Positive Positive 
Neutral – – Positive Positive Neutral 
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Results 

Testing 

The model was tested with 2 274 samples of the DISFA+ data set which had not been 
exposed to the model before. Figure 2 illustrates the confusion matrix of the test result 
of the CNN-BiLSTM classification model. 

Figure 2: The confusion matrix of the test result 

The CNN-BiLSTM model achieved a 92 per cent test accuracy. Obvious instances of 
emotions that were incorrectly classified include 2.5 per cent of anger, 7.4 per cent of 
disgust, 42 per cent of fear, 2.7 per cent of happiness, 0.6 per cent of neutral, 18 per cent 
of sadness, and 17 per cent of surprise emotions. Table 2 presents the summary of the 
test results. The detected emotions were then mapped into positive, negative, and neutral 
learning affects based on literature as presented in Table 1. 
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Table 2: Summary of the test results 

Emotion Precision Recall F-1 Score Number of sample 
Anger 0.98 0.98 0.98 458 
Disgust 0.93 0.93 0.93 289 
Fear 0.69 0.70 0.69 177 
Happiness 0.91 0.97 0.94 454 
Neutral 0.99 0.99 0.99 331 
Sadness 0.83 0.85 0.84 243 
Surprise 0.97 0.85 0.91 322 
Accuracy  0.92 2 274 

 

The work explored the mapping further through another test. Gupta et al. (2016) opined 
that the seven basic expressions might not be enough to estimate the learning affects for 
a prolonged learning condition, because they are liable to rapid changes. They therefore 
compiled a data set called the Dataset for Affective States in E-learning Environments 
(DAiSEE). The DAiSEE was labelled with the affective states of boredom, frustration, 
engagement and confusion. The study therefore tested the model with the DAiSEE data 
set. This research performed an experiment by testing the proposed model with 2 727 
unlabelled samples from the DAiSEE data set. From the results, the study was able to 
compare the true labels of the samples with the predicted labels by the proposed model. 
The results are presented in Table 3. 

Table 3: Experiments with DAiSEE samples and the predicted output 

DAiSEE 
Labels 

Total 
Samples 
Tested 

Classification by CNN-BiLSTM 

  Anger Disgust Fear Happiness Sadness Surprise 
Engagement 691 0 0 0 354 0 337 
Boredom 683 0 683 0 0 0 0 
Confusion 923 0 0 390 0 533 0 
Frustration 430 430 0 0 0 0 0 
Total samples tested = 2 727 

 

From the results of the experiment, it is clear that the happiness and surprise emotions 
are mapped to the engaged affective states, which indicates positive learning affects. 
The fear and sadness emotions were mapped to the confused affective states, which 
indicates negative learning affects. The disgust emotion is mapped to the boredom 
affective states, which indicates a negative learning affect. Anger is mapped to the 
frustrated affective states, which also indicates a negative learning affect. The work 
therefore verifies the previous mapping in Table 1. The research therefore infer that the 
seven basic emotions that was trained in the work can also be mapped to these affective 
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states to estimate the learning affects. Furthermore, based on the mapping of fear in the 
experiment, the work suggests that fear be a negative learning affect against the results 
by Sathik and Jonathan (2013), Kapoor et al. (2001), and Zakka and Vadapalli (2020). 

Live Testing 

The work further tested the model using a single data sample from the researcher to 
determine how well the model could classify facial emotion expression in real life and 
to analyse the learning affect estimation through the mapping of emotions by watching 
a video for 10 minutes. After the video processing by the proposed model, the model 
came up with a graph as shown in Figure 3. The graph shows the changes of emotions 
which are plotted at different frames within 10 minutes. The live testing was necessary 
for verifying the accuracy of the model and the validity of the various mappings. 

Figure 3: The graph of emotion changes with frames during live testing 

Discussion 

The work deduced from the experiments that it is possible to estimate the students’ 
learning affects using the facial emotion expression recognition, mapping the emotions 
classified to positive, negative and neutral learning affects, and analysing the learning 
affects from the mapping. The emotions can also be mapped to the affective states of 
boredom, engagement, confusion and frustration. From the model testing, the system 
has a probability of an eight per cent tendency of misclassifying emotions, with the fear 
emotion having the highest misclassification. Generally, the probability of the affect 
analysis being wrong is very low. From the live testing, the researcher affirms that facial 
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emotion expression is an effective way of estimating the students’ learning affects in an 
e-learning platform. 

Conclusion and Future Works 

This work has presented an area of research in machine learning which seeks to deal 
with human and computer interaction in the education system especially during the 
pandemic. It is aimed at supporting teachers during online classes, which is the most 
common and safest teaching and learning method adopted during the prevailing present 
condition. The study combined the use of the machine learning models by using the 
DISFA+ data set and analysis of learning affects and applied them to the online learning 
platform. The study achieved a classification accuracy of 92 per cent on the test data 
set. Various deep-learning approaches have been adopted using the DISFA+ data set. 
The approach used in this work has achieved a comparable performance to other state-
of-the-art methods. The work tested the model using another data set which comprised 
the affects emotions, called the DAiSEE data set. The work was able to infer that the 
seven basic emotions can also be mapped to the affective emotions. The study concludes 
that analysing the changes of the facial emotions exhibited by students in online learning 
and mapping their emotions to various learning affects can help to determine the 
learning outcomes of students. 

It is desired that this work improve the online platform and, hopefully, be able to deal 
with the current realities and to tackle envisaged future challenges. It is desired that this 
model be improved in the near future, especially since more features such as reasoning 
about the learning affects can be included in the model. Future researchers can also use 
other approaches to affects analysis. 
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Abstract 

A case study is conducted on a weighbridge application which has been 
modified to accommodate the requirements of three different customers. The 
application architecture allows for different configurations and customer-
specific modifications. The impact of customisations and modifications on the 
structural and functional quality of the system is evaluated. The structural 
quality is measured using the Maintainability Index and other metrics. The 
functional quality is assessed using defect data recorded in the task-tracking 
software Jira. The amount of modification is measured using the number of rules 
defined per customer. The results indicate that structural quality is unaffected 
by the modifications and that the functional quality is reduced as more 
customisation rules are defined, indicating a partial success of the architecture. 

CCS concepts: software and its engineering, designing software, software 
architectures 

Keywords: software quality metrics, plug-in architecture, customisation 

Introduction 

Software, from individual applications to systems for enterprise resource planning 
(ERP), can often be customised by allowing the base functionality to be extended to 
support differing business requirements for a variety of customers. 

Software vendors achieve this by making use of configurable architectures which are 
designed to accommodate certain customisations or modifications that are requested by 
customers. One approach to creating a configurable architecture is to use a dependency 
injection framework (Razina and Janzen 2007) that can be configured to override the 
original class types used at runtime with types defined in custom assemblies. In this 
way, all customers share common basic functionality and the software is extended 
polymorphically with new behaviours that fulfil the new business requirements. 



41 

The aim of using a configurable architecture is to reduce the effort in accommodating 
varying customer requirements. However, customisations could lead to problems of 
reduced software quality and increase the cost of maintenance. Software quality can be 
considered along three principal dimensions: process, structural, and functional quality 
(Chappell 2011). Customising software should not affect the development process and 
methodology but it might have an impact on both the structural and functional quality 
of the system. 

A configurable architecture can therefore be regarded as successful from a quality 
perspective if it exhibits the following qualities: 

• The architecture is able to accommodate changes without compromising the 
maintainability (internal or structural quality) of the software. 

• The architecture provides developers with enough freedom to effect functional 
changes in the software to meet differing business requirements. This means that 
the architecture does not impede the development team’s ability to correctly 
express custom business requirements or business rules. The team is able to do so 
without introducing unintended side effects and affecting the external or 
functional quality. 

Given the above two premises, a case study is presented here which attempts to answer 
the following research questions: 

• In the case of a system that is designed for configurability, how does the 
structural quality of customisations compare with the rest of the system? 

• In the case of a system that is designed for configurability, what effect does 
implementing customisations have on the functional quality as perceived by the 
user? 

• In the context of the previous two questions, how successful is the architecture in 
supporting the changes required by different customers? 

The case study presented here centres on a weighbridge application which supports 
customisation through dependency injection. Software metrics are used for both 
quantifying the customisations made to the weighbridge application in order to meet the 
demands of different customers and measuring the effect that these changes have on the 
quality of this application. This study does not investigate concerns related to the 
customisations such as why the customer’s business processes have the requirements 
that they do, the quality of the specifications regarding the custom requirements, and 
the skill level of the teams performing the customisations. 

Such concerns are important in understanding quality; however, the focus here is to 
determine whether customising software reduces quality or not, as opposed to 
determining the root causes of any quality issues that arise. 
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Answers to the above research questions can provide insight into how successful a 
dependency injection architecture is at accommodating the specific business needs of a 
customer from a quality perspective. The findings of this study serve to increase the 
body of knowledge that can inform business regarding build (develop a bespoke 
software solution) versus “buy-and-customise” decisions for new software systems. 

Related Work 

ERP Customisation 

ERP systems have been adopted in business and are at times customised to meet the 
specific needs of a customer in the workplace (Light 2001). Light’s work discusses the 
maintenance implications of various changes to an ERP system for both the customer 
and the vendor. Some of the challenges include a customisation for one customer which 
actually competes with the customisations for another customer. Light also points out 
the fragility in the upgrade path of customisations. 

Light’s work offers insight into the types of change that have been applied to ERP 
systems for customers. The following types of change in customising the software (in 
order of potential for required maintenance, high to low) are noted: 

• change functionality; 

• add functionality; 

• process automation; 

• amend reports or displays; and 

• new reports. 

Guido and Pierluigi (2008) assess the feasibility of ERP implementation extensions. 
This study provides a formal understanding of the business context in which a system 
is going to operate. They specifically mention the alignment of the ERP system to the 
business. Guido and Pierluigi’s work has been applied in numerous studies, such as in 
the study by Kumar, Suresh and Prashanth (2009). They conclude that customisation 
beyond 30 per cent adds considerable risk to the project. The work outlines 
customisations as “any modifications or extensions that change how the out-of-box ERP 
system works” (Kumar, Suresh, and Prashanth 2009). Their conclusion stems from an 
analysis of error counts in modules of the system and recommendations from the system 
vendor. 

Functional Quality 

Potential metrics for measuring functional quality include the goal-question-metric 
(GQM) approach (Basili and Rombach 1988; Fenton and Pfleeger 1998), which 
provides a measure of functional usefulness or fit-for-purpose metrics. Hall and 
Fenton’s (1997) work furthers this approach. Recent refinements to this approach 
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include the work by Kelemen, Bényász and Badinka (2014), which proposes the term 
“measurement based software quality assurance framework”. At the core of these 
approaches is quantifying how fit for purpose a system is. These approaches are useful 
when assessing the value of software customisations and require a survey to be 
conducted involving the users of the systems being measured. 

Alternatively, functional quality can be inferred from the absence of defects and the 
number of reported defects can be measured. Freimut, Denger and Ketterer’s work 
(2005) considers approaches for measuring defects for the purposes of quality 
improvement extensions. This work provides a process to track defect introduction and 
detection for establishing a quality assurance baseline. 

Case Description and Approach 

A case study is conducted into a weighbridge application that has been deployed to 
numerous customers in varying industries. From Fenton and Pfleeger (1998), it is 
appreciated that case studies are difficult to control and reproduce; however, the strength 
of a case study is that the software has been produced entirely outside the control of the 
researchers. It therefore presents a completely realistic scenario (as opposed to a 
laboratory or field experiment). 

Given the work from Easterbrook et al. (2008), the research question can be said to be 
of a causal nature. The case study is to be used in an exploratory manner to investigate 
the phenomena of what effect the modification of software has on its internal and 
external quality attributes. 

Three customers of the weighbridge application have been selected for the nature of 
their modifications and the researchers’ perception of the customers. The data gathered 
in the case study is used to answer the following questions: 

• How many bugs have been logged per customer? 

• What is different about the software deployed for each customer? 

• By how much does the software configuration and customisation differ between 
each customer? 

• How does the amount to which the requirements for these customers differ 
relate to the number of bugs introduced for these customers? 

• How does the number of issues raised against a particular customer relate to 
other code metrics for that customer? 

The number of bugs logged per customer will be used as the measure of quality for the 
software as experienced by the customer. One potential source of error in this 
methodology is that it assumes that the same process is applied by all customers when 
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a defect is encountered. For example, the willingness to log a defect or the ability to 
identify or describe a defect for each customer may not be the same. 

In order to determine the way in which the amount of customisation relates to the 
number of bugs introduced, a means for measuring the amount of change is needed. 
This requires an understanding of the selected customers and the way in which the 
software is changed to meet their requirements. 

The Weighbridge Application 

The weighbridge application is designed to manage the weigh-in and weigh-out of 
freight in order to verify that the load of a shipment that was dispatched matches the 
load received at the destination. A major component of the product offering is 
integration into existing systems for ERP. These integrations are not considered in the 
scope of this study owing to limited access to data pertaining to the integrations. 

A shipment is the central concern of the weighbridge application domain. The shipment 
is contained within a dispatch transaction. The dispatch transaction contains information 
about periphery concerns such as the vehicles participating in the shipment, vehicle 
drivers, and the description and mass of the payload. Other examples of information that 
can be tracked include legislative compliance information, unique identifiers, and 
custom fields which can be configured to store arbitrary data. 

The application has been in operation for several years in the mining and agricultural 
industries and, more recently, it has been used for road ordinance (checking for 
overweight vehicles). The application is in its third major revision since its initial 
release. The application is written in C# and uses Microsoft SQL Server for data 
persistence. Revision control was previously managed by SVN (Apache Software 
Foundation 2018); however, this has been migrated to Git. A full revision history is 
available. 

As of its third revision (the revision under study), the application is designed to 
accommodate a series of customisations by way of features that can be configured. The 
supported customisations are diverse, ranging from branding and user interface (UI) 
label changes to custom process definitions, data fields, validations, and behaviours. 
The configurable features include enabling and disabling visual controls; specifying 
validation rules and custom commands on actions (for example, do “x” on save). 

Customising the Application 

In order to allow customisation, such as custom commands on save, the application 
features an architecture that can dynamically load plug-in libraries, as specified by 
configuration files. These files are defined per customer. Certain kinds of configuration 
simply specify options for built-in components, whereas other configurations use code 
injection through a compiled plug-in assembly. Configuration options that are “built-
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in” are referred to as core configurations, whereas the configurations that are sourced 
from plug-ins are referred to as customised configurations. 

Configurable behaviours are facilitated by dependency injection (Fowler 2004) and the 
model-view-viewmodel (MVVM) (Smith 2009) pattern. 

The plug-in architecture provides direct persistence for custom data where required. 
This is achieved through the use of data bags and generic data fields that can be used by 
a custom plug-in if required. Should generic data fields not be sufficient to 
accommodate a customer requirement, then the core code of the application is extended 
to accommodate the new requirement. 

The application is customised for each customer by specifying configurations for the 
application. Configurations are specified in XML files (see Figure 1). The configuration 
files contain a collection of rule contexts that are identified by a key in order that the 
application modules can identify the appropriate rule contexts to configure the module. 
The rule contexts can contain a view-model, a view, a model, and other rule contexts. 
The rule context itself is a container for a module’s configuration and a single rule 
context counts as a rule. 

A behaviour change is achieved by specifying extensions in the view-model portion of 
the configuration. Extensions will be executed from particular UI events (for example, 
CanSave, Save). Extensions are injected from either core assemblies (built-ins) or a 
customer-specific assembly, which is referred to as a plug-in, as defined in the view-
model portion of the configuration rule context. 

Visual changes can be driven either by configuring either the view-model or the view 
itself. Behavioural (for example, validation on or off) UI changes are typically achieved 
by specifying a view-model setting for the view-model in the rule context. Text labels 
and control visibility are configured by specifying a view-control setting in the view 
portion of the configuration rule context. 

For example, a form such as indicated in Figure 1 can be customised in a number of 
ways. View-control settings could be used to hide the “Horse” field (a horse is the part 
of a truck with the engine and cabin that pulls the trailer) or to change the text label for 
“CustomField1” to “Permit”. View-model settings can be used to set the validation rules 
for the country weight limits or to inject a custom behaviour for disabling the submit 
button if, for example, the truck exceeds the legal weight limit. The ACME Corporation, 
for example, can inject a specific ERP integration into its organisation upon submitting 
using a pre-save action. A custom task can also be performed as a post-save action when 
submitting (for example, printing a weighbridge ticket). 
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In summary, the application is customised for a customer by defining rules which can 

• set configurable options within the application, and 

• inject custom code that will be executed on specific actions. 

Figure 1: Example form for customisation 

Customer Selection and Degrees of Customisation 

Only customers using a recent version of the software are considered to ensure that an 
appropriate comparison is being made. 

The degree of customisation was considered when selecting customers for the study to 
ensure that the selected customers exhibit different levels of customisation. These levels 
are: 

• out-of-the-box (little to no customisation); 

• heavy customisations; and 

• domain modified. 

C1 – Out-of-the-Box Customisations 

The out-of-the-box customer is one requiring little to no customisation of the product, 
with at most a configuration of the built-in feature controls. This implies that any 
“custom” code for this customer should then lie mostly within the realm of 
configuration. 

Customer C1, which operates in the agricultural sector and deals with shipments of 
agricultural produce, was selected to represent this category. 
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C2 – Heavy Customisations 

A customer with heavy customisations or integrations is one where the changes include 
a specific addition or change of features. These changes are presented with a higher 
number of rules defined for the customer than for C1, and they include plug-in code 
specified in the configuration. 

Customer C2, which operates in the mining sector and deals with shipments of ores, 
was chosen to represent this category. 

C3 – Domain Modified 

A customer which constitutes having a domain-modified classification means that the 
customer’s requirements introduce a change to the software which the original domain 
or design could not accommodate. These changes are therefore accommodated by 
introducing new domain concepts into the software – in other words, this falls outside 
the realm of the configuration architecture. 

Customer C3 is a roads development agency which operates a national road network 
and uses the software to record and assist with enforcing compliance with the vehicle 
weight limit. 

This customer required a different process compared to the process originally supported 
by the software. The original process was for a truck, loaded with goods to “weigh-out” 
from a location with a specific mass, and for the same truck to “weigh-in” at its 
destination and for the masses to be compared and checked that they match. Customer 
C3 required changes to this model because it requires that all trucks only ever weigh-in. 
Furthermore, in the original model, a single vehicle’s data life cycle is limited to a single 
shipment, whereas customer C3 requires that the truck be added to a running account to 
which charges can be levied and tracked. 

Threats to Validity 

A number of threats to validity (Easterbrook et al. 2008) are identified. The largest threat 
to validity is an external threat, which is presented by a case study consisting of a single 
product across only three customers. The data presented for these cases may not 
represent a general population of customers and software systems. 

An internal threat to validity occurs when the full nature of variability between 
customers cannot be completely known. For example, quality is measured by defect and 
therefore assumes that defects are logged to each customer using an equivalent process. 
This can only be known through greater engagement with the software life cycle, 
including the vendor and customer staff. This may be offset by including more cases in 
the study. 
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Another potential internal threat to validity occurs when the collected data treats all 
counts uniformly. For example, all rules and bugs are treated equally although some 
rules will have more impact than others and some bugs will be more severe than others. 

Metrics 

The amount of customisation can be quantified on a number of dimensions, including 
the number of defined configurations for the customer (both core and customised) and 
how much code has been written for any customisations. 

Given that each customer’s installation is customised by way of configuration files, the 
amount of customisation can be measured by the number of configured items for the 
customer. These items can be further classified as either built-in options or custom plug-
ins. 

Measurements pertaining to customisation can be sourced from a variety of artefacts. 
The data sources that have been used in this study are the following: 

• source code; 

• configuration files; and 

• revision history and issues list. 

It is worth noting that although the business requirement specifications reflect the 
customisations required and may seem useful, a focus on metric extraction from the 
source code and configuration files has been preferred. This is because the configuration 
files are XML formatted making them easier to parse and analyse than the free-text 
specification documents. The configuration files also use very specific and consistent 
terms (since they configure the application) which make natural grouping categories for 
analysis. 

The following measurements are extracted from the above data sources: 

4 Source code 

– Maintainability index (MI) – per module 

* Lines of code (LOC) 

* Cyclomatic complexity 

* Count of methods 

* Count of calls to other classes 

* Count of fanout 

5 Configuration files 

– Count of total rules 



49 

– Count of rules configured to use custom code 

– Count of core configurations unique to customer 

– Count of customised configurations 

6 Jira 

– Count of issues per customer 

The quality is determined in two dimensions: A measured set of code metrics and the 
measured number of defects. This allows the determination of structural quality (from 
the code metrics) and functional quality (from the defects). A success or failure is then 
determined by comparing the resulting qualities for varying degrees of customisation. 
For both structural and functional quality, the architecture can be considered a success 
if they are unaffected by the customisation. 

Structural Quality Metrics 

Some of the desired metrics can be acquired using Visual Studio tooling. In particular, 
the FxCop (Kresowaty 2008; Microsoft Contributors 2018) metrics calculator was used 
on the relevant assemblies to produce XML files which contain metrics for the 
assembly. FxCop will produce the following metrics at varying levels of detail 
(assembly; namespace; type or class; member or method): 

 LOC; 

 depth of inheritance; 

 cyclomatic complexity; 

 class coupling; and 

 MI. 

The metrics of LOC and depth of inheritance are self-describing. LOC is not a measure 
of the absolute LOC, but rather a measure of the size of code that lives inside methods, 
i.e. ignoring class definitions, declarations and other language features. Specifically, 
Visual Studio will perform an estimated count of the number of LOC based on the 
compiled common intermediate language (CIL). Although this will not include class 
definitions or declarations, it will include “invisible” code such as default constructors 
and initialisers. 

The cyclomatic complexity is best described as the number of branches in a program, 
including method calls. Visual Studio will count an interface as a class when 
determining the number of classes. This is because the metrics tool uses the CIL to 
perform the measurements, and an interface is internally represented as a class. These 
interfaces have a cyclomatic complexity of one per method since each method 
represents a branch in code. Other language features such as getters, setters, and default 
constructors will also introduce a cyclomatic complexity of one per language feature. 
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The class coupling metric refers to the number of classes that the unit under measure 
collaborates with, i.e. the number of distinctly referenced classes in the code. Both class 
and interface types constitute a coupling. The class coupling metric, Fanout, counts all 
references, inheritance hierarchies, and type checks on fields. Type checks on 
properties, however, will not result in an increased coupling because the calling method 
is decoupled from the actual type by the getter method. Inheritance hierarchies are 
counted because the derived class’s constructor must also make a call to the constructor 
of the base class. This does not happen for interfaces because interfaces do not have 
constructors. Each getter or setter will also indicate a coupling of one if it is of another 
type. Visual Studio will also count coupling for library types (for example, 
System.Console). However, the coupling is rolled up in a namespace or module 
according to the number of unique classes in that scope, which means that the tool uses 
the total sum of coupling for each class. 

The MI metric (discussed in detail below) provides an indication of how maintainable 
an application is. 

Maintainability Index 

The extraction of established code metrics such as the MI provides an objective measure 
of the way in which the internal, structural quality of the application has changed. An 
MI measurement can be performed using Microsoft Visual Studio (Microsoft 
Corporation 2018), which is significant as the application is written using .NET 
technologies and therefore making MI the preferred metric. The MI measurement is 
captured for both modifications and additions allowing for a further comparison of the 
effect of each on quality. In other words, it can then be determined whether the nature 
of a change (addition or modification) has any impact on structural quality. 

Of note is that the MI as produced by Visual Studio is not identical to the Software 
Engineering Institute promoted index introduced by Oman and Hagemeister in 1992 but 
has two minor differences (Van Deursen 2014). The first is that Oman and 
Hagemeisters’ (1994) original index had a range of 0 to 171. The Visual Studio Team 
has normalised this metric to the range [0, 100]. Secondly, the original index also 
included a factor for the number of comments in the code (Coleman et al. 1994), but 
this is not included in the Visual Studio metric. One motivation for excluding comments 
from the metric could be the in-line XML Code Doc in C# (that lives in the code files) 
which would create an unusually large number of comments per LOC creating an 
apparent increase in code maintainability as created by documentation rather than 
comments. 

The index itself is the result of a study by Oman and Hagemeister (1994) which involved 
a regression analysis on several software systems written in C and Pascal. A range of 
metrics were gathered for each system and a maintainability survey was conducted on 
these systems. Their regression analyses were verified against six other software 
systems not included in the original eight systems which produced the model. The 
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intention of the work was to determine which software metrics are good predictors of 
maintainability. 

The study presented a one-, four- and five-metric polynomial model (a metric per term) 
for predicting maintainability. These regression models were assessed for their accuracy 
in predicting maintainability under a wide range of conditions, aiming to ensure that an 
excess of one of the factors results in an over- or under-prediction of maintainability. 
Oman and Hagemeister modified their four metric polynomial in the study by Coleman 
et al. (1994) to instead use the average Halstead volume over the average Halstead 
effort, citing “that the volume is a non-decreasing function with concatenation”. The 
paper therefore defines maintainability as: 

MI = 171 (1) 

 − 5.2 × ln(HV) 

 − 0.23 × CC 

 − 16.2 × ln(LOC) 

 + (50 × sin(√2.46 × 𝐶𝑂𝑀)) 

The symbols used in Equation 1 are indicated in Table 1. 

Table 1: Maintainability index symbols used in Equation 1 

Symbol Explanation 

HV Halsteads’ volume 

CC Cyclomatic complexity 

LOC Average LOC per module 

COM Average comments per LOC 

 

Halstead Volume 

The Halstead volume is not used directly in this study, but is instead used as part of the 
MI. The Halstead volume is one of a set of metrics introduced by Howard Halstead in 
1977. It is the product of the Program Length and the logarithm of the Program 
Vocabulary, which are functions of the number of operands and operators (Halstead 
1977). 

In general, operands are variables and constants whereas operators are everything else, 
and program vocabulary is the sum of the distinct operators and operands. 
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The Halstead volume will increase linearly with the length of the program and 
logarithmically with each new concept introduced. The Halstead volume therefore 
provides a measure of the size of the program independent of language and character 
set. 

Excluding Generated Code 

The weighbridge application makes use of an in-house code generator to provide 
domain classes and basic architectural concerns such as object-relational mapping and 
service contracts. This means that a significant portion of the create, read, update and 
delete (CRUD) functions are managed by the generated code for both the server and 
client side of the application. 

Visual Studio does not distinguish between generated and non-generated code when 
calculating the metrics. In order to prevent the generated code from skewing the results, 
these should be filtered out. To filter these methods out, the class-level metrics must be 
recalculated excluding any generated methods. 

Cyclomatic complexity and LOC are additive for each class; the MI, however, is not. 
This is because it is dependent on logarithms of the LOC and the Halstead volume, but 
is also computed using average values at class, package, and assembly levels, and has a 
non-additive result based on those measures. 

When recalculating the MI at assembly level, excluding generated code, the LOC and 
cyclomatic complexity are therefore readily available, but the Halstead volume is not. 
However, the Halstead volume can be recovered from the MI using the cyclomatic 
complexity and LOC: 

HV = eMI′ (2) 

where 

MI′ = 
ଵ଻ଵ ି ଴.ଶଷ × ஼஼ ି (ଵ଺.ଶ × ௟௡(௅ை஼)) ି ଵ.଻ଵ × ெூ

ହ.ଶ
 

Although Visual Studio uses a MAX function to clamp the MI, in practice this has no 
effect unless the MI is less than zero, which is very unusual and does not occur in the 
data set for the current case study. 

The formula in Equation 2 can be verified by using the calculated Halstead volume to 
recover the identical MI at both base and aggregated levels. The aggregated MI can 
therefore be recalculated excluding specific type members from the assembly. 

In order to determine which class methods to exclude from the metric data, each method 
in the assembly indicates the source file from which it is compiled. Since all generated 
code lives under a generated subdirectory in each project, generated code can be 



53 

excluded by means of filtering all methods whose source file contains “generated” in 
the file path. 

Application-Specific Metrics 

Aspects of the configuration files used by the weighbridge application have also been 
measured. These measurements count 

7 the number of rules that are defined, 

8 the number of core and plug-in extensions that are defined, and 

9 the number of LOC in the plug-in assemblies. 

Functional Quality Metrics 

Functional quality is determined by the absence of defects and can therefore be 
considered a measurement of the presence of functional quality. 

The project team used Jira to assist with planning and tracking the work performed for 
development and bug fixes. When a bug is logged in Jira, a note is made against a 
corresponding customer for whom the issue is relevant. The following data is extracted 
from the Jira (Atlassian 2018) database: 

• the type of issue (task, bug); and 

• the specific customer for whom this issue is relevant. 

The data collected spans approximately 16 months of operational data for the product. 
The functional quality metric is defined as the count of bugs allocated to each customer 
or to the core product. 

Results 

Analysis by Customer 

The number of bugs logged per customer was sourced from the Jira data. The number 
of bugs per customer is shown in Table 2. The other metrics gathered are summarised 
by customer in Table 3 and all of these metrics are illustrated in Figure 2. 

Table 2: Bug counts per customer 

Customer Bug Count 

Out of the box 38 

Heavy customisation 123 

Domain modified 25 

 



54 

Table 3: Counts collected for rules per customer 

Customer Plug-ins Rules LOC View-
Control 
Settings 

View-
Model 
Settings 

Extensions 

Out of the box 2 385 1 572 164 253 16 

Heavy 
customisation 

28 642 205 492 516 115 

Domain 
modified 

31 362 3 587 198 522 44 

The LOC refers to the LOC for plug-in assemblies. 

The LOC in Table 3 for C2 is seemingly low since the rules defined refer mostly to code 
that is part of the core application as opposed to code in a custom assembly. Specifically, 
although the rules defined are specific to the customer, the code implementing those 
rules is not. 

In an analysis of the three types of customer, a strong correlation between the number 
of rules and bugs is present whereas the MI seems to be relatively unaffected by the 
number of rules added, as illustrated in Figure 3. 

Given the data, adding more rules appears to cause more bugs in the system. However, 
correlating the number of bugs to the quantity of code in the custom configurations 
presents with an inverse correlation. This initially seems surprising since the hypothesis 
is that more custom code leads to more bugs owing to the possibility of introducing 
errors. 
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Figure 2: Summary of metrics for each customer 
Note: The multipliers are provided in order that the metrics can be plotted on the same 
range. 

In order to understand the observed results, it is noted that more custom plug-ins result 
in fewer bugs. Inspecting the files which are modified to resolve the bugs, indicates that 
the files updated are in the core and not the plug-ins. One can conclude that writing code 
to specifically accommodate a rule for a particular customer results in fewer bugs than 
would otherwise be introduced if core were made configurable. 

Another interesting result is that C3 has the lowest number of bugs, although it was 
expected that C3 would have the highest number of bugs. C1 has fewer bugs than C2 as 
expected. The expectations were driven by the degree of changes made for each 
customer, and C3’s changes include a change to the system domain. The data also 
presents a very high correlation between the number of bugs and number of commits. 
This is expected because these commits were allocated against the customer using bug 
issue number. By virtue of this methodology, bugs cause commits. 

It was expected that the negative effects on quality would have an exponential 
component, although the results plotted in Figure 3 indicate an apparent linear 
relationship with the number of rules changed. This suggests that there is a low 
dependency between rules in the system. This is validated by noting the system’s 
decoupled module design. Individual extensions are specific to modules and are not 
shared between modules. 
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Figure 3: The correlation between bugs, the maintainability index, and line of plug-in 
code with rules 

Spearman’s Rank Correlations 

A Spearman’s rank correlation can also be used to correlate the metrics across 
customers. This approach is appropriate as the distributions of the measures are non-
normal distributions. This approach was taken by Bijlsma et al. (2012) when dealing 
with defects. It is noted that the Spearman’s rank correlation correlates increasing and 
decreasing rank trends and not the metrics themselves. Given that there are only three 
samples (and the ranks are therefore 1, 2 and 3), it is expected that correlations will be 
rounded to factors of 50 per cent. (See Table 4.) The most significant correlation results 
are, as before: 

 An increase in rules strongly correlates with an increase in bugs. 

 An increase in the amount of customer-specific code has a strong correlation with 
a decrease in the number of bugs – suggesting that customer-specific code is 
more successful at correctly accommodating customer business needs. 

 An increase in the amount of customer-specific code also correlates strongly with 
a decrease in the number of rules – suggesting that changes are accommodated 
using either code or rules. 
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Table 4: Spearman’s rank correlations for gathered metrics 

 Bugs 
 
% 

Rules 
 
% 

Plug-
ins 
% 

MI 
 
% 

LOC 
 
% 

View-Control 
Settings 
% 

View-Model 
Settings 
% 

Rules 100 – – – – – – 

Plug-ins −50 −50 – – – – – 

MI 50 50 50 – – – – 

LOC −100 −100 50 −50 – – – 

View-
control 
settings 

50 50 50 100 −50 – – 

View-model 
settings 

−50 −50 100 50 50 50 – 

Extensions 50 50 50 100 −50 100 50 

 

Plug-In Code Compared to Core Code 

This section presents a further analysis that attempts to glean insight regarding the 
structural quality of the customisations as compared to the core code. The quality of 
code is compared in the following three areas: 

 core – the application code common to all customers; 

 plug-in – the customer-specific plug-in code; and 

 other – third-party assemblies and non-domain-specific infrastructural or utility 
code in the product. 

Size Comparison 

A comparison of sizes for the different areas is indicated in Table 5. When comparing 
the amount of core and plug-in code it is evident that the plug-in code constitutes about 
a third of the total. This is substantial but unsurprising given that considerable effort has 
been put into making the application configurable. 

Table 5: Lines of code by category for the weighbridge application 

Area LOC Assembly Count 

Core 11,790 32 

Plug-in 5,364 6 

Other 60,586 43 
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Quality Comparisons 

Considering the code metrics discussed, it is noted that the MI is relatively constant 
across all three areas, although slightly lower for plug-ins as shown in Table 6. 

Table 6: The maintainability index averaged over the customers under study 

Area MI 

Core 90 

Plug-in 81 

Other 91 

 

Lanza and Marinescu (2007) provide ranges for a number of code metrics which are 
used to determine whether the metric is rated as high, medium or low based on their 
analysis of an array of different software projects. Table 7 provides a count of the 
number of assemblies at each rating. For example, four of the plug-in assemblies are 
rated as having a high cyclomatic complexity, one is of medium complexity, and one is 
of low complexity. 

With regard to cyclomatic complexity, all code other than plug-in code is rated as high. 
This suggests that the code base is complex and difficult to understand. On the other 
hand, only 66 per cent of plug-in assemblies are rated as having a high complexity. 

The plug-in code includes modules that have longer methods with higher levels of 
fanout per call, and more calls per method when compared with other code. 
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Table 7: Metric ratings per assembly for all selected customers 

Area High Medium Low 

Cyclomatic complexity per LOC 

Core 32 0 0 

Plug-in 4 1 1 

Other 43 0 0 

LOC per method 

Core 0 0 32 

Plug-in 1 1 4 

Other 0 0 43 

Calls per method 

Core 8 9 15 

Plug-in 5 0 2 

Other 2 4 37 

Fanout per call 

Core 2 8 22 

Plug-in 2 0 4 

Other 16 1 26 

 

Conclusion 

The structural quality effects are measured using the MI and the structural quality 
remains relatively unaffected by the amount of customisation across the three 
customers. 

It is noted, however, that the MI of plug-in code is at a marginally lower level than the 
rest of the system as can be seen in Table 6. Given that the complexity of the plug-in 
code is lower than the core code (see Table 7), it can be inferred that the decreased MI 
is caused by a combination of longer methods and higher fanout and calls. These would 
result in an increased Halstead volume and reduce maintainability. 

With regard to the functional quality effects, the results indicate that defect counts are 
lower in cases where fewer rules are defined and more customer-specific code is 
implemented than for cases where more rules are defined and there is less customer-
specific code. 
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It is relevant that the plug-in code is typically of lower complexity than core code (see 
Table 7). This may explain why a larger amount of customer-specific code correlates 
strongly with fewer bugs raised. 

An argument can be made that the increased complexity of the core code is a product of 
the attempt to accommodate many business requirements through configuration. The 
extensibility in the core code has a negative impact on the functional quality of the 
application. This creates opportunities for functional errors from unforeseen side effects 
owing to conflicting customisation choices. In summary, the effects on quality are 
mixed and the architecture can only be regarded as being partially successful in 
supporting customer changes. 

This work would benefit from a broader investigation involving additional customers. 
It could be extended to include open-source projects which have a high degree of 
configurability and healthy issue tracking. 
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Abstract 

Despite the current evidence suggesting the potential of game-based learning in 
education, developing serious games remains difficult, time-consuming and 
expensive. This leads to low adoption of game-based learning in mainstream 
teaching. In particular, trainee teachers of Computer Science are not likely to 
develop and adopt serious games when they just begin teaching programming. 
To deal with this problem, we designed and conducted empirical evaluations of 
a prototype game authoring tool called the Recursive Game Generator. The tool 
is aimed at supporting these teachers who have limited game-programming 
skills. A total of 22 trainee teachers of Computer Science evaluated the 
Recursive Game Generator using the standard AttrakDiff questionnaire. A good 
user experience was indicated through the results of the scale mean scores. The 
mean values of word pairs showed that the participants found the prototype 
(a) usable for achieving goals, (b) supporting novelty, content and stimulation, 
and (c) attractive. In addition, 70 per cent of the participants found the approach 
of game generation a good idea for aiding teachers of Computer Science, 
whereas 65 per cent noted that the generated games were interactive, practical, 
interesting and fun, demonstrating the tool’s potential educational value. 
Consequently, the findings from this study may provide an opportunity for 
inexperienced computing teachers to embrace the idea of game generation to 
support the teaching and learning of difficult concepts in the first year of 
Computer Science. 

CCS concepts: social and professional topics, computer science education, CS1 
Keywords: AttrakDiff, CS, CS1, trainee teachers, game design, game generator, 

authoring, UX, user experience, recursion 
 

Introduction 

Despite existing evidence suggesting the potential of game-based learning (GBL) in 
education (Papastergiou 2009), developing serious games remains difficult, time-
consuming and expensive (Green et al. 2018; Torrente et al. 2008). Consequently, there 
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is a low adoption rate of GBL in mainstream teaching (Tang and Hanneghan 2010). 
Trainee teachers (trainees), in particular, are not likely to develop games and to adopt 
serious games when they embark on teaching programming. To deal with this problem, 
some researchers have proposed game authoring tools (Khenissi, Essalmi, and Jemni 
2015; Marchiori et al. 2012; Osborn et al. 2019; Pérez-Colado et al. 2019; Torrente et 
al. 2010). However, very limited studies have tested the idea of game authoring in 
Computer Science Education (CSE) – particularly with trainees. In this paper, we 
attempt to narrow this gap. We test the idea of a game generator tool to support CS 
trainees who may need such an intervention more during their teaching practice or 
immediately when they start teaching. We designed a prototype of such a tool called the 
Recursive Game Generator (RGG) (https://programmingwithfun.net/) and elicited 
useful feedback from prospective users (trainees) concerning their user experience 
(UX), which could lead to adopting GBL. Furthermore, we assessed the participants’ 
overall subjective opinions about the prototype and the potential efficacy of such a 
programming teaching tool that is based on the concept of a game generator to support 
trainees. 

The aim was to test how people who may need such a tool more to aid their teaching 
practices will react to it. In the case study, we used the recursion topic given its difficulty 
among learners (Malik and Coldwell-Neilson 2017; Miller, Settle, and Lalor 2015; 
Scholtz and Sanders 2010). The participants used a prototype game generator tool to 
create and play custom games from two given game examples. This is a second user 
study. The first used experienced CS teachers (Anyango and Suleman 2021) whereas 
the current used trainees. The prototype could support both high school and higher 
education (tertiary) teachers. In this paper, we deal with the following two questions: 

 What is the adoption potential of an innovative support tool that uses the concept 
of a game generator to help CS trainee teachers to create games that can teach 
programming? 

 What is the overall opinion of CS trainee teachers about the RGG and the 
generated games? 

The contribution of the current work is threefold: 

 it provides empirical evidence that the prototype game generator tool could be 
used by CS trainee teachers, which could lead to the potential of adopting GBL; 

 it provides preliminary insights into the potential educational value of the 
generated games; and 

 it highlights the RGG features’ design gaps and ideas for improvements that 
could lead to design implications for other tools for teaching programming. 
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Related Work 

Difficulty of Teaching Programming 

Teaching introductory programming to novice students is difficult (Aedo Lopez et al. 
2016; Weir et al 2005), especially regarding concepts such as abstraction, functions, 
recursion and reuse (Aedo Lopez et al. 2016; Eagle and Barnes 2009). A previous study 
found that trainee teachers, in particular, are more likely to find it difficult to teach 
programming (Major, Kyriacou, and Brereton 2011). When asked how difficult it is to 
teach programming concepts to high school students, 60 per cent of the CS trainee 
teachers said that it is difficult whereas less than 50 per cent noted that they had the 
confidence to teach the subject (Major, Kyriacou, and Brereton 2011). 

Supporting CS Trainee Teachers 

Although GBL has been proposed as an alternative innovative approach to teach 
programming in higher education, developing educational games is difficult, time-
consuming and expensive (Green et al. 2018). To deal with this problem, some works 
have fronted game authoring tools to support non-technical domain experts (teachers) 
(Osborn et al. 2019; Pérez-Colado et al. 2019). However, the absence of appropriate 
authoring environments and support for teachers inhibit many who wish to adopt GBL 
approaches in mainstream teaching (Tang and Hanneghan 2010). Some previous work 
found that CS teacher interest in a new approach could drive the adoption (Ni 2009). 
Supporting this claim, another study has also suggested that trainee teachers are more 
likely to adopt teaching methods and philosophies based on their own experiences (Ladd 
and Harcourt 2005). The current study builds on a previous work that attempted to 
understand the potential of a programming teaching tool to support prospective high 
school teachers (trainees) (Major, Kyriacou, and Brereton 2011), but from a different 
perspective. Whereas the former work investigated the effectiveness and potential of a 
robot teaching tool that simulates programming, the current study evaluates the potential 
of a prototype tool for game authoring to support CS trainees. 

Designing Serious Games 

Klemke et al. (2015) reported the absence of standards for serious games design. 
Regarding game research, Kultima (2015) observes that most studies on games do not 
emphasise the notion of design research. Regarding pedagogy, Walliaka et al. (as quoted 
in Malliariakis and Satratzemi 2014) suggest that existing educational games focusing 
on computer programming do not enable teachers to configure the game environment 
according to the pedagogical goals of the respective unit of learning. Supporting this 
claim, Medeiros, Ramalho and Falcão (2019) also report the lack of scaling and 
personalised teaching as some of the challenges CS1 teachers face. Inherently, these 
pose another threat to the adoption of GBL as most educators always prefer being in 
control of their learning material by creating, modifying, reusing and sharing content 
(Marchiori et al. 2012). 
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Evaluating Game Authoring Tools 

Tornero et al. (2010) developed e-Training DS – an authoring tool for integrating 
portable games for computer science in e-learning. The tool allows instructors to 
maintain a library of mini games that can be easily created by customising generic game 
patterns. In a case study, the time taken to create and modify the game and its assessment 
was measured. The results showed that the process was feasible for an educator. 

Marchiori et al. (2012) evaluated the system of Writing Environment for Educational 
Video games (WEEV) – a game authoring platform built on <e-Adventure>. Three 
evaluations were conducted, namely, the formative evaluation, end-user evaluation, and 
game creation. The first two evaluations did not involve creating educational games. 
Instead, they assessed the impressions and perceptions of the educators. The results 
from the formative evaluation with 20 students found some information in the system 
excessive and the software not useful. The end-user evaluation found that the tool 
improved the game creation process of nine educators but noted that the tool was 
complex to use. 

Pérez-Colado et al. (2019) conducted the first preliminary evaluation of users’ 
experiences of the uAdventure authoring platform. The tool was evaluated by 
heterogeneous users: (i) non-technical users (teachers) (n = 2); (ii) artists (n = 2); and 
(iii) programmers (n = 6) with different degrees of technical knowledge. The aim of the 
evaluation was to identify issues or difficulties with the tool. The difficulty of each 
performed task was measured on a scale of four levels: easy, normal, difficult and not 
accomplished (Pérez-Colado et al. 2019). The results showed that most tasks (65%) 
were rated as simple. Nonetheless, the participants identified 29 issues or difficulties 
with the tool for further design considerations. 

The reviewed works suggest that limited support has been given to CS teachers with 
game authoring tools. They also highlight educational games design gaps – particularly 
those created from game authoring platforms. Finally, they reveal that limited empirical 
evaluations have been conducted to test the idea of game generation with the potential 
beneficiaries such as CS trainee teachers. The current work attempts to narrow these 
gaps. 

Prototype Design 

Design Theories 

Hidden Complexity Theory 

The complexity theory hides the complexities of the underlying technologies from the 
users (in this case the teachers). This theory supports different levels of complexity in 
that novice users of a tool can easily design almost any instance of an artefact by merely 
selecting from given examples and customising various parameters. At the same time, 
experienced users can access advanced system features and create complex artefacts. 
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On the issue of the complexity of authoring tools, Murray (2016, 2) poses two questions: 
(i) “Who are going to use these tools?” and (ii) “How do we make sure that the tools 
meet end-user needs?” In our case, if the intention is to support advanced users who 
may wish to add advanced pedagogical content, then the tool’s usability would be 
compromised, particularly, in regard to novice users (Mirel 2004). On the other hand, if 
design purely targets novice users who are only interested in serious games with simple 
pedagogical content, then complexity may suffer at the expense of usability (Murray 
2004). If we are to design for both types of user, a trade-off is required (Mirel 2004; 
Murray 2004, 2016). 

In another work, Murray (2016, 3) raises the issue of “how one matches the complexity 
of the authoring task to the complexity of a tool and the complexity-capacity of the 
target user”. Complexity–capacity or cognitive complexity of a user is a “person’s 
capacity to perform complex mental or behavioral tasks” (Murray 2016, 18). He goes 
on to propose four theoretical foundations that could inform future authoring tools 
design, namely, complexity in software design, the activity theory, epistemic forms and 
games, and the theory on adult cognitive development (Murray 2016). The hidden 
complexity theory was chosen to guide the design of the authoring tool prototype 
because it supports the design of simple tools targeting novices and also gives the 
flexibility to allow experienced users to explore complex system features (Murray 2016; 
Soloway, Guzdial, and Hay 1994). 

Differentiating Interfaces Theory 

A study conducted by Karoui, Marfisi-Schottman and George (2017) noted that teachers 
found authoring tools for mobile learning games either too poor to create games that 
could fit their teaching needs or too complex to use. To solve this problem, the authors 
proposed a design model for authoring tools that supports several conceptual levels. The 
rationale is to design different interfaces that target different user profiles (novice and 
experienced tool users). A nested-design approach comprising novice, intermediate, and 
advanced modes is suggested. With the novice mode, novice programming teachers are 
able to easily author simple learning games to experiment with students in class. To gain 
further experience with the authoring tool, the design approach gradually accords such 
users more features at the intermediate mode. Lastly, the advanced mode allows more 
experienced teachers to explore advanced features when creating more complex game 
instances. The differentiating interfaces theory ensures the design of different interfaces 
or user profiles for different users (novices and advanced users) Karoui, Marfisi-
Schottman and George (2017). This theory is considered relevant since the proposed 
tool is envisaged to support both experienced teachers (Anyango and Suleman 2021) 
and the inexperienced such as the trainee teachers in the current study. 

Design Methodology 

Given the absence of standards for serious games design, the design process of the RGG 
adopts the proposals by the working group for the Game Development for Computer 
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Science Education at the annual conference on Innovation and Technology in CSE 
(Johnson et al. 2016) and those by Saavedra et al. (2014). More detail is reported in the 
study by Anyango and Suleman (2021). When it comes to pedagogy, the design 
approach ensures that custom games created from the given game examples have 
learning tasks aligned with goals. 

For instance, Table 1 illustrates aligning one of the games (the DnD game) levels with 
pedagogy in CS1. The design focuses on the teaching and learning of the difficult 
recursion topic through common examples or scenarios used by most instructors. The 
students are given the learning tasks which they solve in a game environment. This 
makes the whole experience fun, challenging, engaging and motivating (Wicentowski 
and Newhall 2005). The students learn by writing programs that implement a critical 
aspect of the game or act as a player in an existing game (Hakulinen 2011). The design 
also affords teachers the ability to scale and personalise their teaching. Educators have 
the flexibility to easily configure the game environment elements such as view, scene, 
background image, and wall sprites during the generation process. 

Table 1: Alignment of the DnD game levels with pedagogy in CS1 

Level Learning outcome/task Programming 
concept 

Python code snippet 

1 Complete the given code so that 
the function returns double the 
given parameter x 

Function def double(x) : 
#insert code here 

2 Complete the given code so that 
the swingsword function returns 
the factorial of 0 (0) if the 
parameter n is smaller than 1 
otherwise it returns 0 

Recursion – 
parameters, base 
case, recursive call 

def swingsword(n) : 
#insert code here 

3 Complete the function 
swingsword so that it calls itself 
but only if n > 1, otherwise it 
should return the factorial of 0 
(0) 

Recursive call with 
stop condition 

x=0 
def swingsword(n) : 
global x 
if(n<1) : 
 return 1 
else 
 x += 1 
 n −= 1 
#insert recursive call 
here 

4 Complete the code snippet so 
that the function swingsword 
returns the factorial of the 
parameter n given to it (n) 

Recursive call recursiveCalls=0 
def swingsword(n) : 
 global 
recursiveCalls 
 recursiveCalls += 1 
#insert code here 
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The RGG is a web-based tool (https://programmingwithfun.net/) with options that 
produces a customised download. The application logic contains HTML, Java Script, 
PHP, and C#. The Unity Game engine is used. C# scripts send and access data between 
the application and the back-end server. MySQL database is implemented in the back 
end. In the front end, the user (instructor) sees and interacts with the file system through 
a web browser. The PHP code in the back end validates and verifies user requests. The 
custom games created from the Mushroom Picker game example enable novice students 
to visualise execution of program codes as presented in Chaffin et al. (2009) and Cooper, 
Dann and Pausch (2000). Furthermore, they allow students to use simple commands 
such as UP(), DOWN(), LEFT(), RIGHT() (Aedo Lopez et al. 2016; Dann and Pausch 
2000) which make programming easy for novices. More generated game-design aspects 
are reported in the study by Anyango and Suleman (2021). 

Evaluation 

Empirical Study 

The prototype game generator (the RGG) was empirically evaluated in a controlled 
laboratory user study. A within-subject design was employed. The participants were 
asked to evaluate their UX when creating custom games using the RGG. The games are 
created from two game examples given to users (the DnD game and the Mushroom 
Picker game). In the study we investigate the subjective usability and user experiences 
(dependent variables) of the participants. 

Participants 

The participants of the main study were 22 CS trainee teachers from the faculty of 
education. The subjects are training to be CS teachers in high school. Therefore, one of 
their teaching subjects is computing. The participants were drawn from Kenyatta 
University (a Kenyan University known for training high school teachers). The target 
participants were motivated by the fact that (i) at the time of the experiment, most 
universities in the country have resumed face-to-face learning after eight months of 
closure owing to the Covid-19 pandemic, and (ii) the ethical clearance process is faster 
in Kenya than in South Africa. In addition, it was assumed that the target participants 
(i) have been taught some programming courses, (ii) have learnt how to plan teaching 
computing in high school, and (iii) would definitely encounter the challenges of 
teaching programming (especially the difficult topic of recursion). 

The sample varied by age, teaching subjects, interest in games, and learning with game 
experience, among other things. A total of 63 per cent of the participants fell in the 18 
to 20 age bracket. A total of 85 per cent had registered for mathematics and computing 
as their 2 teaching subjects. A total of 77 per cent considered themselves gamers. A total 
of 95 per cent had not been taught any course using games before and 60 per cent did 
not study computing in high school. 
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Materials 

The following materials were used in the study: 

 an online informed consent form; 

 a printout of the task sheet; 

 a video tutorial; 

 a computer with a web browser and internet connection; 

 the AttrakDiff 2 questionnaire; and 

 an exit survey. 

Research Team 

The research team comprised two people, namely, the first author and a volunteer 
research assistant. The research assistant was a CS high school teacher from Kenya who 
had interacted with the prototype in a prior user study. 

Tasks 

Tasks performed by the participants included: 

 log in using a given user account and password; 

 create custom static or dynamic game by customising assets; 

 download the generated game; 

 customise the generated game; 

 play test the generated game; 

 complete the AttrakDiff 2 questionnaire; and 

 complete the exit survey. 

Measurement Items 

The game generation and play experiences were measured through subjective ratings of 
the (i) usability, (ii) user experience, and (iii) qualitative statements. The summative 
measures were taken from a suitable sample of potential users who performed given 
tasks in a realistic context of use (Bevan 2008). The AttrakDiff questionnaire developed 
by Hassenzahl (2004) was used to assess the perceived pragmatic quality, the hedonic 
quality, and the attractiveness of the prototype game generator. The questionnaire has 
four scales with a total of 26 items. The items that are on a scale from −3 to +3 are 
measured as a semantic differential. Each item consists of a pair of terms with opposite 
meanings. 
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Procedure 

Ethical Clearance and Study Planning 

Ethical clearance was first sought from the University of Cape Town. This was followed 
by acquiring two more research approvals, namely a research permit from the National 
Commission for Science, Technology and Innovation (NACOSTI) in Kenya, and an 
approval letter to conduct research at Kenyatta University in Kenya. The first author 
established rapport with two contact persons (one lecturer from the Faculty of Education 
and another from the Department of Computer Science at Kenyatta University). 

During every visit to the University, the research team strictly adhered to the protocols 
laid down to mitigate the spread of the Covid-19. Some of these included (i) registering 
with the campus security officers manning the main entrance gate, (ii) frequently 
washing and sanitising hands, (iii) wearing face masks, and (iv) keeping social 
distancing. At the Department of Computer Science, the research team held two 
meetings with the contact lecturer and the class representative to plan the study. The 
lecturer had just concluded practical programming classes with the learners in a CS1 
course. The lecturer had taught basic programming concepts such as variables, loops, 
conditionals, procedures, functions and lists. The concept of recursion had also been 
introduced. 

A follow-up meeting was later scheduled with the target participants in the laboratory. 
During the meeting, the lecturer introduced the research team. Before each meeting, all 
participants washed their hands using the facility at the entrance of the department’s 
building and sanitised inside the laboratory. The team was neutral to the participants as 
none of the members was a lecturer at Kenyatta University. The team then explained 
the purpose of the study and demonstrated the way in which the prototype game 
generator works, using a video. This was followed by requesting the trainee teachers to 
participate in a study to evaluate the prototype. Through the class representative, the 
researcher announced the study in the class mailing list and other social media 
platforms. Out of 32 registered CS trainee teachers, 27 willingly signed up to participate. 
A week before the main experiment, two further visits were made to the department to 
secure and set up the laboratory. 

Pilot Study 

Next, a pilot study was conducted with 5 out of the 27 volunteer participants. The 5 did 
not participate in the final main experiment. They used the prototype to create custom 
games from the DnD game example and completed the AttrakDiff 2 questionnaire. The 
aim was to ensure that (i) the Lime Survey and Amazon servers (in which the prototype 
was hosted) were stable, (ii) the participants understood the AttrakDiff 2 questionnaire 
terminology, and (iii) the questionnaire could be completed in a reasonable amount of 
time. 
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Main Experiment 

A laboratory fitted with full internet access was setup for the main experiment. The 
same laboratory used to teach the students during practicals was used. This gave the 
participants a familiar environment (Lallemand, Gronier, and Koenig 2015). A total of 
22 participants who did not participate in the pilot study were divided into two equal 
groups (11 students each). Each participant was randomly assigned to one of the groups. 
Before the experiment, the team ensured that each participant wore a face mask and 
sanitised. A printout of the task sheet was then given to each participant. After that, the 
research team again explained the purpose of the experiment and the tasks to be 
performed. Each participant signed an online informed consent form. The first group 
(Figure 1(a)) started by using the prototype to create custom serious games from the 
DnD game example, then played the generated games. This was followed by completing 
an online AttrakDiff 2 questionnaire. Next, the group generated serious custom games 
from the Mushroom Picker game example. Afterwards, they played the generated 
games, then again completed an online AttrakDiff 2 questionnaire. Finally, every 
participant of group 1 completed an online exit survey comprising demographic 
information and two optional open-ended questions. These questions allowed the users 
to further express any personal general views about the prototype and any negative 
experiences for future improvements. During the experiment, other than the 
participants, only the first author and the research assistant were present. Their roles 
included clarifying the tasks to the participants and answering queries. Before the 
participants of group 1 left the laboratory, the first author thanked them for their time. 

This procedure was repeated for the second group (Figure 1(b)) until all 22 participants 
completed evaluating the prototype. However, for the second group, the order was 
reversed. The participants first generated custom games from the Mushroom Picker 
game example and then from the DnD game. The two groups did not interact with each 
other during or immediately after the first experimental laboratory session. Each test 
session lasted for approximately 1 hour and 40 minutes. 

 
(a) Group 1 participants (b) Group 2 participants 
Figure 1: Experimental laboratory sessions 
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Data Collection and Analysis 

Both quantitative and qualitative UX data were collected through user self-reporting. 
Three surveys were answered by each participant. The first and the second used Likert 
scales to collect overall subjective user experiences using the standard AttrakDiff 
questionnaire. The third was an exit survey containing demographic information and 
two open-ended questions. The first question was about the most negative issues and 
the second captured overall comments about the prototype and the game generation 
idea. We used the Statistical Package for the Social Sciences (SPSS) to compute and 
analyse the mean score for each scale of the AttrakDiff. Mean values of the word pairs 
were computed and analysed. The mean values were compared across the pragmatic 
quality, the hedonic quality, and the attractiveness scales. The evaluation was pegged 
on a 7-point semantic differential scale (i.e. −3: complicated, +3: simple). For analysis, 
we gave answers the values: −3, −2, −1, 0, 1, 2 or 3. Text responses from the final user 
comments were categorised, coded and analysed thematically (Wilson 2019). In 
addition, the NVivo 12 software was used to analyse the qualitative data. 

Findings and Analysis 

Scale Mean Scores 

We arrived at the mean values for the four AttrakDiff dimensions (scales) by averaging 
the values of all answers inside each dimension. Table 2 presents the details and the 
graph in Figure 2 is a visualisation. In the graph, the vertical axis shows the average 
assessment values of word pairs inside each group whereas the horizontal axis depicts 
the four word groups or dimensions. The dimensions are pragmatic quality (PQ), 
hedonic quality identity (HQ-I), hedonic quality stimulation (HQ-S), and attractiveness 
(ATT). 

Overall, the UX reported by the participants suggest a good experience when creating 
custom games from both the DnD and Mushroom Picker game examples. The graph in 
Figure 2 shows that the values were above zero for all dimensions. The attractiveness 
dimension was rated the highest by all the participants for the prototype game generator. 
This suggests that the participants found the prototype’s design attractive and likeable. 
Moreover, the participants appear to have a positive general impression of the prototype. 
The PQ results suggest that the participants found it easy to understand how to use the 
prototype and felt in control of their interactions with it, especially when creating 
custom games from the dynamic game example. 
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Table 2: Mean values 

Dimension Static game Dynamic game 
PQ 0.95 1.64 
HQ-I 1.36 1.68 
HQ-S 1.32 1.68 
ATT 1.73 2.01 

 

Figure 2: AttrakDiff dimensions average values 

The HQ-I and HQ-S mean scores were similar for the Mushroom Picker game example 
and almost the same for the DnD game. This reveals that the participants found the 
prototype equally stimulating regarding novelty, content and interaction when using it 
to create custom games from both game examples. In addition, it suggests that playing 
the generated games was straightforward, brought players closer to the game play and 
connected them to other players, particularly for the dynamic Mushroom Picker game 
example. Results for the HQ-I are promising, given the prominence the CS research 
community has accorded it (Diefenbach, Kolb, and Hassenzahl 2014). 

Mean Values of Word Pairs 

Pragmatic Quality 

Figure 3(a) presents the mean values of word pairs of PQ and HQ-I dimensions of the 
AttrakDiff questionnaire. PQ represents the word pairs technical – human, 
complicated – simple, impractical – practical, cumbersome – straightforward, 
unpredictable – predictable, confusing – structured, and unruly – manageable. It 
measures the usability of a product with regard to how successfully a user can use a 
product to achieve their goals (Marti and Iacono 2015). The findings suggest that using 
the RGG to create custom games from both the DnD and the Mushroom Picker game 
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examples gave the participants a positive usability experience. However, the experience 
was more positive for the Mushroom Picker game example. As can be seen from 
Figure 3(a), the prototype was clearly structured and manageable. This suggests that the 
participants were in control of their interaction with it and found the user interface 
organised. 

Hedonic Quality Identity 

Regarding the HQ-I dimension, the participants rated all the items positively. This 
indicates that the participants socially identified (Marti and Iacono 2015) with the 
prototype. This finding is particularly useful given that most participants were in the 18 
to 20 and 20 to 22 years age brackets. In addition, they found the prototype connective, 
professional, stylish and premium. The high perception of HQ-I towards the use of the 
RGG highlights an interesting finding: young and inexperienced CS teachers found the 
prototype socially engaging. This could potentially increase acceptance of the game 
generation idea (Novak and Schmidt 2009) among this group of users who may need it 
most given their limited teaching experience. 

Hedonic Quality Stimulation 

The HQ-S indicates the extent to which a product can support user needs relating to 
novelty, content, stimulation, and presentation of style (Marti and Iacono 2015). 
Figure 3(b) illustrates that users found the prototype inventive, creative, bold, 
innovative, captivating and challenging. This finding suggests that the prototype gave 
users the flexibility of use and the ability to explore alternative ways of effective use. 

Attractiveness 

Concerning the attractiveness dimension, the participants found the prototype attractive, 
likeable, appealing and good when creating and playing custom games from both the 
DnD and Mushroom Picker game examples (Figure 3(b)). The findings reveal a positive 
overall value of the game generator prototype on the basis of its perceived quality (Marti 
and Iacono 2015). 

(a) Pragmatic and hedonic quality identity (b) Hedonic quality stimulation and 
attractiveness 

Figure 3: AttrakDiff mean values of word pairs 
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Qualitative Comments 

To gather more insights about the prototype, we asked the participants to answer two 
open-ended questions. The first was about the bugs or technical issues they encountered 
during the usability test and any design suggestions. The second was on their final 
opinions. A word-cloud analysis show that words such as game(s), generator, good idea, 
teaching, teach, programming, help, learners, teacher, and students had the highest 
percentage. Regarding bugs or technical issues, two themes arose: (i) prototype 
hosting – internet speed; and (ii) syntax errors. A total of 55 per cent of the participants 
reported slow download of the generated games when testing the prototype. However, 
this was not owing to the hosting of the prototypes but rather to the slow internet speed 
in the laboratory. In addition, some participants had challenges with the Python syntax 
since they had not encountered programming with the language. One participant 
suggested the use of different colour code segments to ease code readability and 
debugging. 

Overall, the thematic content analysis revealed that 70 per cent of the participants found 
the game generator tool a good idea for supporting trainee CS teachers who may wish 
to adopt GBL during their teaching practice or when they start teaching. Another 65 per 
cent noted that the generated games were interactive, practical, interesting and fun for 
learning programming. Some direct quotes follow: 

The generator prototype is a convenient tool for generating games, especially for 
teachers. 

. . . can be used by teachers in teaching because first it is more fun . . . 

. . . the game looks interesting and fun to play and easy to generate. 

I recommend the game. 

Discussion 

The positive findings based on experiences of the participants from this study are 
promising and a clear indication of the potential adoption of the proposed game 
generation approach in teaching programming in higher education. Similar to findings 
from a previous study (Ni 2009), the finding that the participants were excited about the 
game generation idea and the created games suggests that trainee teachers are most 
likely to adopt the proposed teaching tool. 

Regarding development, two issues emerge from the findings that could inform future 
design of serious games or other programming tools. They include the need to consider 
(i) different colours in the code snippets design, and (ii) other programming languages. 
Different colours are perceived to improve code readability and debugging. On the other 
hand, the finding that the participants had a better UX with the Mushroom Picker game 
compared to the DnD game confirms earlier work by Chaffin et al. (2009). According 
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to the authors, students find it fun to learn programming through code visualisation and 
simulation. 

Finally, the fact that all generated games have an integrated development environment 
could be useful for monitoring student problem-solving activities and coding behaviour 
(Lyulina et al. 2021). 

Conclusions and Future Work 

In this paper, we presented the findings from user experience evaluations of a prototype 
game generator tool called the RGG. We evaluated the prototype with 22 CS trainee 
teachers. The current study could be limited by the number of participants. However, 
22 participants (70%) could be considered representative enough given the Covid-19 
pandemic. Moreover, the participants had been taught some programming courses and 
the way in which to prepare computing classes. Consequently, they were regarded as 
suitable for the study. Evidence gathered establish that the participants had a good UX 
with the prototype and found the game generator idea to be good. We therefore argue 
that supporting CS trainee teachers with such game authoring platforms has the potential 
of advancing the adoption of GBL in CSE education, particularly among this audience. 
The proposed idea of a programming game authoring tool could benefit both high school 
and higher education (tertiary) CS teachers. Our next study will evaluate the 
effectiveness of the generated games for learning programming through the lens of 
students. 
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Abstract 

With the rise of big data, concepts such as big data analytics were conceived as 
enablers for data processing to gain valuable insights. The implementation of 
big data analytics is enterprise-wide and it therefore presents an opportunity for 
collaboration in analytics work in organisations. Much of the work done with 
big data analytics, however, is still at departmental level with interdepartmental 
collaboration often lacking. The purpose of this study is to explore and identify 
the barriers to collaboration in big data analytics work in organisations. To 
achieve the research purpose, a qualitative semi-structured interview research 
strategy was adopted. The data collection was guided by the findings from the 
literature on the barriers to collaboration in big data analytics work in 
organisations. Interviews were conducted with 12 IT and analytics professionals 
from several organisations. A thematic analytic technique was adopted for this 
study and NVivo was employed to facilitate the analysis process. The barriers 
to collaboration in big data analytics work identified include activity barriers, 
capability barriers, context barriers, process barriers, individual professional 
barriers, team barriers, and technological barriers. A proposed model was 
developed that depicts these barriers to collaboration in big data analytics work 
in organisations. The proposed model may serve as a basis for future research. 

CCS concepts: information systems, information systems applications, decision 
support systems, data analytics 

Keywords: big data analytics, big data analytics work, collaboration, barriers, 
organisations 
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Introduction 

Organisations are increasingly producing and harvesting various types of data that are 
high in volume, velocity and variety, i.e. big data (Behmann and Wu 2015; Walker and 
Brown 2019). Practitioners across numerous business domains and fields, such as 
product development, marketing and sales, procurement, customer service, information 
systems and technology, make use of analytics to obtain insights from this big data 
(Dremel 2017; Muller et al. 2019; Russom 2011; Walker and Brown 2019). The 
analytics work makes use of techniques such as descriptive analytics, prescriptive 
analytics, and predictive analytics (Lepenioti et al. 2020). Big data analytics (BDA) is 
holistically characterised as “the infrastructure, technologies, tools, methods, techniques 
and processes used to source, store and analyse big data to produce actionable insights” 
(Walker and Brown 2019). An organisation-wide BDA competence presents an 
opportunity for cross-departmental and cross-functional collaboration in BDA work. 
Collaboration in BDA work may yield great benefits (Akhtar et al. 2019; De Koker 
2019; Vera-Baquero, Colomo-Palacios, and Molloy 2013). 

Wood and Gray (1991) view collaboration as “a process through which parties who see 
different aspects of the problem can constructively explore their differences and search 
for solutions that go beyond their limited vision of what is possible”. De Koker (2019) 
asserts that with the collaboration of various stakeholders, value creation is gained. Even 
though BDA implementation is enterprise-wide and provides opportunities for 
collaboration (Heizenberg et al. 2020; Lenz, Wuest, and Westkämper 2018), much of 
the work done with BDA is at the departmental level, with limited interdepartmental 
collaboration (Lenz, Wuest, and Westkämper 2018; Russom 2011). As a result, 
opportunities for knowledge sharing are lost and valuable and reusable resources that 
could contribute to value creation are wasted (Lenz, Wuest, and Westkämper 2018). 
Furthermore, Heizenberg et al. (2020) assert that, even with organisations empowering 
cross-functional teams, maximising data and analytics value, and valuing data and 
analytics collaboration, collaboration does not appear to occur. There seems to be limits 
to cross-disciplinary and interdepartmental collaboration for some organisations that are 
adopting BDA (Dremel 2017; Malaka and Brown 2015). 

Lenz, Wuest and Westkämper (2018) suggest that research is needed to develop an 
assessment tool to help to identify potential barriers that may prove problematic when 
implementing collaboration in BDA work in an organisation. Such a tool will enable 
collaboration and better use of the organisation’s resources for value creation. To this 
end, although much research has been done in the various functions of BDA, little is 
known about collaboration in BDA work in organisations. The purpose of this study is 
to explore and identify the barriers to collaboration in BDA work in organisations. 
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Literature Review 

Big Data Analytics Work in Organisations 

A data-driven organisation is one with multifaceted undertakings that are carried out by 
different practitioners (Mikalef et al. 2018). BDA work takes place in different 
organisational activities and domains such as marketing and sales work, product 
development work and business process analytics (France and Ghose 2019; Grover et 
al. 2018; LaValle et al. 2011). Collectively, these domains contribute to the business 
value. Table 1 highlights this interrelated BDA work across the aforementioned 
business units. 

Table 1: Big data analytics work 

Big Data Analytics Work Type of Analytics Work 

Marketing and Sales Work Providing after-sales customer service (Chakravaram, 
Srinivas, and Ratnakaram 2019). 
Improving customer relationships, predicting customer 
behaviour, and predicting product or service sales 
(France and Ghose 2019). 
Retaining customers, identifying similar customers 
(Grover et al. 2018). 

Product Development Work Conducting social media analytics (Rathore and 
Ilavarasan 2020). 
Improving business relationships and providing business 
and social opportunities (Wang et al. 2020). Providing 
actuarial work (Qin 2020). 
Identifying new customers (Stephen, Kowolenko, and 
Michaelis 2015). 
Assessing product and service performance (Grover et al. 
2018). 

Business Process Analytics 
Work 

Providing process mining, process discovery, 
compliance checks, process modelling, and process 
improvement (Tax et al. 2016). 
Conducting data analytics and modelling (Sakr et al. 
2018). 
Raising situational awareness and conducting data 
breach detection, fraud detection, process validation, 
process verification, process performance, inductive 
mining, event detection and analysis, bottleneck analysis, 
and deviation analysis (Grover et al. 2018). 

 

Collaboration in BDA work may benefit an organisation. For example, Kock (2005) 
notes that business processes can be improved by means of collaboration. The next 
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section therefore highlights the barriers to collaboration in BDA work in organisations 
that were identified from the literature. 

Barriers to Collaboration in Big Data Analytics Work in Organisations 

How collaboration and the factors that influence it are conceptualised is diverse 
(D’Amour et al. 2005). Since collaboration in a team or alliance is context-specific and 
affected by its nature, the organisational structure, the participants, the scale of potential 
conflicts, and the team’s or alliance’s magnitude (Oraee et al. 2019), it is important to 
understand the activity, context, motivation and the technology that influence 
collaboration (Drakos and Gotta 2016). 

Drakos and Gotta (2016) note that when considering firstly an activity, for every 
collaboration initiative there should exist a specific requirement for collaboration, 
making it necessary to design the collaborative initiative around the requirement. 
Woodland and Hutton (2012) highlight that a shared purpose is a fundamental 
requirement to collaboration. Consequently, if the purpose is not recognised, it may 
impede collaboration. Secondly, there is often a common context between teams or 
groups that should be highlighted and if it does not exist it should be created. The 
common context is, for example, a transaction context, an interpersonal relationship 
context, a group context or a culture context. Thirdly, collaboration requires some form 
of management to be able to boost the motivation to collaborate; this is through making 
participation relevant to each individual and the social mechanism appealing to each 
individual. Lastly, a fit-for-purpose technology for collaboration has potential to 
enhance collaboration. 

Oraee et al. (2019) conceptualised barriers to collaboration in the following categories: 
(1) process – process management, support tools and technology challenges; 
(2) context – the environment, organisational and cultural challenges; (3) actor – the 
knowledge, skills and skills challenges of the participant; (4) team – the team 
composition, relationship, and knowledge sharing challenges; and (5) task – the 
structure and demand challenges. Poirier, Forgues and Staub-French (2016) similarly 
note that collaboration is influenced by the relational structure or system, process, task 
or activity, and context. Our synthesis of literature resulted in identifying six major 
barriers, namely, (1) work activity barriers, (2) context barriers, (3) team barriers, 
(4) process barriers, (5) technological barriers, and (6) individual barriers. 

Work Activity Barriers 

Not every BDA work activity allows for easy collaboration (Fernandez, Subramaniam, 
and Franklin 2020). Professionals might feel it is time-consuming, they may be fearful 
of leaking confidential information, or they may simply not see the benefits (Fernandez, 
Subramaniam, and Franklin 2020; Kache and Seuring 2017). A lack of consensus on 
objectives may make professionals’ collaboration in a work activity difficult (De Koker 
2019; Kache and Seuring 2017). 
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Context Barriers 

The context in which collaboration occurs has an influence on the way in which 
collaboration occurs in BDA work. Organisational culture and structure are at the heart 
of whether collaboration in BDA work is enabled or hindered (Bolman and Deal 2017; 
De Koker 2019; Kaya 2019; Morgan 2015). Organisational structures seem to be 
influenced by the “organisation’s circumstances, including its goals, strategy, 
technology, and environment” (Bolman and Deal 2017). 

Team Barriers 

Collaboration in BDA work may be impeded by the way in which collaborating teams 
are organised and interact with one another. Trust influences the relationship that teams 
have with one another and has the potential to impede collaboration in BDA work 
(De Koker 2019). Trust is often breached when there is a violation of an alliance 
agreement or misconduct (Van den Broek and Van Veenstra 2015). A geographically 
dispersed team exacerbates the lack of trust, resulting in hindered collaboration 
(Morrison-Smith and Ruiz 2020). Trust may therefore need to be cultivated for teams 
to feel comfortable collaborating on data sharing (De Koker 2019). Enforcing 
interventions such as conflict resolution contracts, cooperation control measures, 
accountability measures, and data sharing procedures can also be beneficial (Walker 
and Brown 2019). Many other issues related to geographically dispersed teams, such as 
time-related, cultural, and linguistic differences, might contribute to collaboration 
barriers (Morrison-Smith and Ruiz 2020). Communication, cohesion, work norms, 
mutual support, coordination, and conflict resolution procedures are characteristics that 
can enable effective collaboration (Hernández 2019). Furthermore, with a well-
established collaboration mechanism in place in BDA work, teams can enjoy long-term 
competitiveness by fostering trust, increasing satisfaction, and sharing information 
(Akhtar et al. 2019). As a result, they will strengthen their relationships with one another 
and with their customers. They will be able to better manage their relationships. A joint 
inventory of partner collaboration, for example, provides a wealth of information that 
may be used for analysis and forecasting (Akhtar et al. 2019). 

Process Barriers 

Processes are at the heart of BDA work activities and are often supported and governed 
by a variety of factors (Grover et al. 2018). Organisations may need to consider the 
various factors that support and govern collaboration processes for effective 
collaboration in BDA work. Concerns about privacy, ethics, access, and governance are 
common in big data and BDA alliances and their processes (Chen, Chiang, and Storey 
2012; Daniel 2019). As a result, effective collaboration is hindered. Kache and Seuring 
(2017) affirm this, stating that although cross-functional integration and collaboration 
approaches are key, governance and compliance are sometimes barriers to integration 
and collaboration in BDA work. Furthermore, Mehta, Pandit and Kulkarni (2020) argue 
that management issues often contribute to process barriers to collaboration in BDA 
work. 
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Technological Barriers 

Organisations have progressively embraced technologies and tools to enhance 
collaboration (De Koker 2019). Developers, data owners and data scientists can work 
together by leveraging collaborative BDA platforms, sharing data, algorithms and 
services (Park, Nguyen, and Won 2015). With the advancement of mobile devices, 
social networks and the internet of things, organisations might also seek to transform 
their analytical processes (Taylor-Sakyi 2016). As a result, numerous companies have 
adopted collaborative BDA platforms. This is also intended for the purpose of data 
security (Behmann and Wu 2015). Collaborative BDA platforms maintain data 
protection and allow various stakeholders to collaborate in their analytics work. 
Nevertheless, this is still a field that needs further research (Akhtar et al. 2019; Vera-
Baquero, Colomo-Palacios, and Molloy 2013). Even with the advantages that 
technology platforms bring, technologies have drawbacks that can prove to be barriers 
to collaboration. Technologies that are not fit for purpose in BDA work contribute to 
the barriers to collaboration (Drakos and Gotta 2016; Morrison-Smith and Ruiz 2020). 

Individual Barriers 

People who are involved in a collaborative activity are likely to contribute to the barriers 
to collaboration in BDA work in organisations. This could be owing to issues such as a 
lack of knowledge of the field domains (Kulkarni et al. 2020; Mikalef et al. 2018). The 
liaison person’s field domain knowledge is critical to facilitating effective collaboration 
in BDA work (Mikalef et al. 2018). Furthermore, BDA skills are critical to effective 
collaboration (Ghasemaghaei 2020). Opportunities to leverage collaboration and the 
organisation’s data may be missed if the necessary knowledge and skills are not 
developed (Kulkarni et al. 2020; Phillips 2017). 

Research Design and Methodology 

This exploratory research study adopted a qualitative semi-structured interview research 
strategy. The choice of the research strategy was driven by the desire to increase sample 
heterogeneity and enhance generalisability. Since the research sought to understand and 
interpret a social construct (Saunders, Lewis, and Thornhill 2016), the study followed 
an interpretivist research philosophy and an inductive research approach to obtain new 
insights, patterns, and a deeper understanding of the fundamentals of the proposed 
subject. The data collection was guided by the findings from the literature on the barriers 
to collaboration in BDA work in organisations. Interviews were conducted with IT and 
analytics professionals involved in BDA work in organisations. The professionals were 
interviewed in their personal capacity, regardless of their organisational affiliation. 

A snowball sampling strategy was used to determine the sample. This was to ensure that 
knowledgeable professionals are interviewed. Also, the potential of biasness is 
eliminated (Ishak, Bakar, and Yazid 2014). The sample consisted of 12 IT and analytics 
professionals. Table 2 presents the demographics of the participants. Most of the 
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participants were from the financial services industry, and their years of experience 
ranged from 3 to 20 years, with the majority in senior positions. 

Table 2: Demographics and list of the participants in this study 

Alias Participant’s Role Years of Work 
Experience 

Industry 

P01S12 Enterprise Architect Head 20 Financial Investment 
Services 

P02S13 IT Operations Head 11 Financial Investment 
Services 

P03S16 Solutions Delivery Head 21 Financial Investment 
Services 

P04S12 Head of Business 
Intelligence 

14 Financial Investment 
Services 

P05S12 Chief Information Officer 16 Financial Investment 
Services 

P06O11 Enterprise Data Head 21 Financial Investment 
Services 

P07O12 Head of Business 
Intelligence 

22 Financial Insurance 
Services 

P08O11 Analyst 7 Financial Investment 
Services 

P09O18 Actuarial Analyst 3 Consultancy 

P10O12 Chief Technology Officer 6 Consultancy 

P11O16 Data Solutions Manager 14 Retail 

P12O10 Head of Data 19 Financial Services 

 

The interview sessions were kept to a maximum of an hour. Interview questions were 
developed and formed part of the research instrument for data collection. The interview 
sessions were requested and scheduled at the agreed time, convenient to the participants. 
The interviews were conducted through the online virtual platform Microsoft Teams. 
To ensure that ethics in research requirements were met, a consent letter was sent to the 
participants and consent was obtained before conducting the interviews. Also, a consent 
letter was sent to the organisation where it was necessary to obtain such consent first, 
and consent was obtained. Before the interviews, all the participants were informed of 
what the research was about and that participation was voluntary. 
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Data Analysis and Findings 

Data were collected about the characteristics of BDA work in organisations, the type of 
collaborative work, and the level of collaboration in the BDA work in organisations. 
Table 3 presents the findings that emerged from the participants concerning these three 
dimensions. 

Table 3: Big data analytics work 

Dimension Findings Reference Extracts 

Characteristics of BDA work 
in organisations 

 Analytical model 
development 

 Data sharing 
 Data collection 
 Data curation 
 Data cleansing 
 Reporting 
 Requirements analysis 
 Data analysis 

“. . . get insight and find key 
initiatives . . . make 
discoveries around data.” 
(P01S12) 
“. . . you know we want to 
be a data driven organisation 
and ensure that . . . data is 
accessible for quick 
decision-making and 
strategic decision making.” 
(P05S12) 

Type of collaboration in 
BDA work in organisations 

 Cross-functional 
collaboration 

 Interdepartmental 
collaboration 

 Cross-business-unit 
collaboration 

“. . . typically not cross 
department . . . the data 
engineering team is like one 
team.” (P10O12) 
“. . . I have a team that 
reports to me who run the 
big data environment. We 
then have the analytics and 
optimisation team. And 
there’s a couple of . . . who 
need to make utilisation of 
the big data environment 
and the data that’s stored 
there for analytical 
operations.” (P12O10) 

Level of collaboration in 
BDA work in organisations 

 Formal: contractual 
 Informal: ad hoc, 

social contract 

“. . . whether is formal or 
informal, we have to be very 
clear . . .” (P06O11) 

 

Barriers to Collaboration in BDA Work in Organisations 

Seven major barriers to collaboration in BDA work in organisations were identified, 
namely, (1) activity barriers, (2) capability barriers, (3) context barriers, (4) process 
barriers, (5) individual professional barriers, (6) team barriers, and (7) technological 
barriers. 
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Activity Barriers 

Almost all participants shared the sentiment that the lack of shared understanding, 
interest, objectives, and goals limit collaboration in BDA work activities. It was noted 
that 

. . . if that shared vision isn’t there . . . it’s really difficult to achieve those set objectives. 
(P05S12) 

. . . the business struggles to sort of understand you know what they want. (P03S16) 

Time-related barriers, which included priority issues and workloads, were noted as 
impeding collaboration in BDA work activities. For example, three participants argued 
that 

Some business units are/have different timing needs. (P11O16) 

It will sort of waste time because you’re trying to fix data that should have been cleaned. 
(P09O18) 

There’s a lot of work coming through from multiple parties. (P12O10) 

A few participants highlighted barriers associated with trust in the BDA work activities: 

. . . you don’t want to, you know, just give anybody . . . the minute you change a 
rule . . .  it can be the downfall of an organisation. (P11O16) 

. . . obviously the trust from the team members themselves. Because now we know that 
so and so is underperforming. (P10O12) 

. . . it will affect collaboration . . . we can’t just continue and trust the data set and 
continue. (P09O18) 

Collaboration is hampered when professionals engage in an activity that is less of a 
priority and its contribution to business value is not immediate. A participant stated: “In 
the informal collaboration . . . the biggest challenge is getting innovative ideas to 
become a reality . . . nothing really gets prioritised” (P05S12). 

Capability Barriers 

Most of the participants highlighted the lack of maturity in the capability of BDA as a 
barrier to collaboration in BDA work in organisations. One participant noted, “it would 
be that we haven’t really matured the data platforms that BI and analytics . . .” (P02S13). 
The participants also pointed out that collaboration in the BDA work is constrained 
since the full capabilities of the big data stack are not being leveraged. One participant 
stated: “you’re not leveraging the full capabilities of the big data stack” (P12O10). 
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A few participants argued that even with an established BDA capability, the lack of 
BDA knowledge contributes to inadequate collaboration in BDA work in organisations. 
One participant stated: “the lack of knowledge or competency . . . big data being sort of 
a new thing coming into the industry” (P09O18). 

Context Barriers 

Most participants noted that the organisational structure might pose barriers to 
collaboration. One participant stated: “If everybody reported to the same boss . . . from 
a structural perspective, it might be easier to then collaborate” (P12O10). In addition, 
the silo operation is seen by other participants as a barrier, as stated by one participant: 
“the organisational structure is set in such a way . . . operate in silos” (P05S12). Some 
participants, however, claim that having a decentralised BDA capability has its own 
advantages and disadvantages. One participant stated: 

. . . maybe there is pros and cons to both . . . for example, . . . decentralised data 
management capability . . . the minute you decentralise something, there’s a lot of 
parties that now have a voice in terms of . . . governance and decision making around 
data . . . And now it becomes more and more decentralised, which maybe, to some extent 
is good, because . . . it’s a flat structure. (P11O16) 

Most participants argued that organisational culture too contributes to collaboration 
challenges. The human aspect and the personal qualities of a professional often add to 
the barriers. One participant stated: “you have instances, where there may be some 
resistance, but that’s the nature of humans I guess” (P01S12). It was also noted that the 
culture of specialists impedes collaboration in BDA work. One participant stated: 

There are pockets in the business or pockets in the teams, that some of the people would 
rather be . . . more specialised . . . they pretty much very specialised and locked into 
what they do. (P02S13) 

Process Barriers 

Almost all the participants highlighted challenges related to data management as 
barriers to collaboration. One participant stated: “trying to make the data more 
accessible and usable, but again, it’s also not to everyone . . . allowed to see everything” 
(P08O11). Most of the participants claimed that regulatory requirements lead to barriers 
to collaboration in BDA work. One participant noted: “one of the barriers of 
collaboration and of getting things done quicker, is that with the regulation that come 
in, especially the POPIA regulation, there is quite a lot of other regulations that control 
data” (P03S16). 

One participant pointed out that inconsistencies in the reporting and representation 
standards contribute to barriers to collaboration: “you find that you manipulate data in 
a different way. To a point that whoever takes on your project doesn’t even understand 
the sort of manipulation that was done” (P09O18). The manner in which the 
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manipulated data is presented may not inherently be desirable owing to conflicting 
standards. One participant stated: “it becomes a challenge because the format by which 
my team present or playback the data to the businesses is either undesirable” (P02S13). 

It was also noted that the engagement model may lead to barriers to collaboration. One 
participant stated: 

. . . the construction of your models when it comes to data that you are consuming and 
so forth, and then running the respective analysis and so forth . . . the engagement model 
is quite a big a challenge, in my view. (P05S12) 

Individual Professional Barriers 

A few participants argued that concerns regarding the level of professional competence 
contribute to barriers to collaboration in BDA work in organisations. For example, one 
participant noted: 

. . . them converting the model to an API, the data scientist is not really familiar with . . . 
and then they rely on the engineers to be able to assist him with that task . . . people are 
not willing to step out of their comfort zone to learn new things. (P10O12) 

It emerged that the lack of both domain knowledge and analytics competency has an 
influence on effective collaboration. One participant stated: “some of the analytics guys 
don’t necessarily understand that environment . . . the analytics guys sometimes don’t 
understand how things work in a big data space” (P12O10). 

A few participants highlighted capacity challenges, such as the lack of time and a single 
point of contact as contributing to barriers to collaboration. One participant stated: 

So even the ownership of or stewardship of data related queries, become something that 
you would speak to an SME . . . that individual will have their own priorities . . . if the 
individual is away on leave or off sick we jeopardise . . . (P02S13) 

Team Barriers 

Some participants noted that team dynamics affects collaboration. One participant 
stated: “you need to build up a track record that as an analytics competency . . . you’re 
only there to actually try and shift the business forward” (P04S12). A few pointed out 
that misunderstandings and different jargon have an impact on the effectiveness of 
collaboration. One participant noted: “when it happens, it is by a request from them for 
stuff, or we send them back the information, then there seems to be a gap between the 
understanding, or we don’t necessarily understand exactly what they mean” (P12O10). 

It was noted the challenges associated with continuous learning and knowledge sharing 
of the ever-changing BDA landscape have an impact on effective collaboration: 
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I think the landscape is moving and shifting such that there’s always continuous 
learning . . . because it’s new territory for either teams it becomes a bit 
uncomfortable . . . when people are coming from different school of thoughts there will 
obviously be some contention or uncomfortably in that regard. (P02S13) 

It was noted that the difficulties that emerge as a result of a team being made up of 
subject matter experts, with unclear roles and responsibilities, hinder collaboration. One 
participant stated: “so you’d find that the composition is different in that . . . Some 
people are more experienced than the other people. And that does affect collaboration” 
(P09O18). 

Technological Barriers 

Almost all the participants agreed that analytics technologies contribute to barriers to 
collaboration. Challenges regarding technology, fit-for-purpose tools, tool complexity, 
maturity of technology and an unstandardised technology stack are observed as barriers 
to collaboration in BDA work. One participant stated: 

A system that is just built now. Ah, it’s very difficult to trust its output . . . And it might 
be very difficult to pick it . . . the flip side of that is also mature systems can be very 
problematic . . . it can’t take in the sort of data and the structure of the data that you need 
in big data. (P09O18) 

A few participants highlighted collaborative platforms as contributing to collaboration 
barriers in BDA work in organisations. It was noted that the unstandardised use of 
collaborative tools or platforms contributes to barriers to collaboration: 

The current context with majority of us now in the business 90% to 95% are working 
from home . . . are no longer co-located. You need to depend on written 
communication . . . sort of move away from synchronous to asynchronous. And as such 
that becomes a challenge . . . because you now talking to people that we don’t have 
conformance in terms of tooling. (P02S13) 

Findings and Implications 

Activity barriers such as the lack of shared objectives and understanding, time 
constraints, lack of trust, and lack of understanding of the significance, value and 
benefits of collaboration were identified as affecting collaboration in BDA work in 
organisations. The literature confirms these as barriers (Akhtar et al. 2019; Fernandez, 
Subramaniam, and Franklin 2020; Kache and Seuring 2017). Barriers related to 
capability maturity and BDA knowledge emerged too as affecting collaboration in BDA 
work. Mikalef et al. (2018) argue that in order to exploit big data and big data-related 
resources to gain insight into data, organisations need to increase their proficiency in 
BDA capabilities. 
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Contextual barriers such as organisational structure affect collaboration in BDA work, 
as identified in the literature (De Koker 2019). Similarly, organisational culture was 
seen as affecting collaboration, which affirmed the literature (Kaya 2019). Process 
barriers associated with data governance, regulation and inconsistent data presentation 
and data quality standards emerged as affecting collaboration in BDA work. The 
literature too identifies such issues (Behmann and Wu 2015; Chen, Chiang, and Storey 
2012). 

Team barriers linked to capacity, trust, communication, team composition, continuous 
learning and knowledge sharing culture also emerged. The literature confirms that a 
team’s culture should promote collaboration by encouraging trust and communication 
(Akhtar et al. 2019; De Koker 2019; Morrison-Smith and Ruiz 2020). 

The technological barriers that emerged included issues related to analytics technologies 
and tools, and collaboration platform technologies. Standardisation, maturity and the 
complexity of technologies and tools are the key contributors to collaboration barriers 
in BDA work. Although technology and tools also enable collaboration, the drawbacks 
associated with them negatively affect collaboration (Gotta, Preset, and Elliot 2018; 
Kulkarni et al. 2020; Mikalef et al. 2018). 

In summary, although most findings affirm those barriers identified through the 
thematic literature review, they do so via a synthesised and rich description in the 
specific context of BDA work in organisations. The findings provide a basis for 
formulating a proposed model as presented next. 

Proposed Model 

As described in the preceding sections, the study identified various barriers to 
collaboration in BDA work in organisations, which served as the foundation for 
developing the proposed model. Figure 1 depicts the proposed model, which categorises 
the barriers as activity and context barriers, team barriers, process and technological 
barriers, individual professional barriers, and capability barriers. 
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Figure 1: Proposed model for barriers to collaboration in big data analytics work in 
organisations 

Conclusion 

The barriers to collaboration in BDA work that emerged from this study include activity 
barriers, capability barriers, context barriers, process barriers, individual professional 
barriers, team barriers, and technological barriers. Almost all these barriers were firstly 
identified through a comprehensive synthesis of the literature. Capability barriers 
emerged as a new theme through the primary data collection and analysis. A proposed 
model has been developed that can help organisations understand and possibly develop 
an evaluation method to identify potential barriers to collaboration in BDA work in 
organisations. 

The study does not explain fully the way in which the barriers identified impede 
collaboration in BDA work in organisations. Future research should seek to understand 



95 

and explain the way in which the barriers to collaboration in BDA work in organisations 
impede collaboration. Future studies may also seek to understand the way in which 
barriers to collaboration in BDA work in organisations relate and influence each other. 
In addition, future studies may seek to use the proposed model to develop an evaluation 
method to identify potential barriers to collaboration in BDA work in organisations. 
Furthermore, each identified barrier is broad in scope and is most likely influenced by 
a variety of underlying factors. Future studies should consider focusing on a specific 
barrier in greater depth. For example, a multi-case study could examine the way in 
which different organisational contexts affect collaboration in BDA work. 
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